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1 Introduction
The derivation of effective models for thin structures from three-dimensional models is a classical
and fundamental topic in the field of continuum mechanics. In particular, the derivation via
variational dimension reduction within the framework of Γ-convergence has been subject of
considerabel attention in recent decades. In the case of static, nonlinear elasticity, based on
the pioneering work of Friesecke, James and Müller [FJM02], many results have been obtained,
e.g., for bending rods [MM03; Neu12; BNS20; Bar+22], plates in the von Kármán regime
[FJM06; NV13; GOW20], plates in the bending regime [AD20; Bar+23; Böh+22], and for
thin films [Dav+21]. The derivation of models in the evolutionary case is relatively recent
and less developed. To our knowledge, existing results only address cases with geometrically
linear effective models. In particular, in the von Kármán regime models for elastoplastic plates
[Dav14], magnetoelastic plates [BK23], viscoelastic plates [FK20], and viscoelastic rods [FM23]
have been recently obtained. These results use concepts from evolutionary Γ-convergence and
exploit the fact that the considered energy scaling leads to a linearization at identity. In the
evolutionary case, such a linearization has been carried out for the first time in the seminal work
by Mielke and Stefanelli [MS13] where linearized elastoplasticity is obtained as a evolutionary
Γ-limit of finite elastoplasticity.
In the present paper we consider the bending regime. In contrast to previous results our
effective model is geometrically nonlinear and allows for deformations with large rotations.
More specifically, we discuss the derivation of an elastoplastic bending-torsion rod model in
the form of an evolutionary rate-independent system (ERIS). The derivation of the effective
model is based on the concept of evolutionary Γ-convergence for ERIS introduced in [MRS08]
and which has also been used in [MS13; Dav14]. Our result requires new ideas to deal with
the finite deformations in the limit. Although we focus on elastoplasticity, we believe that the
developed ideas can be adapted to different rod models, e.g., ERIS to describe damage, phase
separation and swelling models, and rate-dependent models such as viscoelasticity.

In the following we present the main setting and results. Throughout this contribution, we
consider an elastoplastic rod Ωh ∶= ω ×hS, where ω = (0, l) and S ⊂ R2 denotes the cross-section
and 0 < h ≪ 1 is the thickness of the rod. The stored energy density Ψ of the rod depends on
the deformation y ∶ Ωh → R3 and on an internal variable z ∶ Ωh → R3×3 depicting the linearized
plastic strain:

Ψ(x, y, z) =Wel(Fel(x)) +HC
el(∇
√

Cy(x)) +HR
el(∇Ry(x)) +Wpl(Fpl(x)),

where Fel and Fpl denote the elastic and plastic part of the strain and are defined, following
[Lee69], via the multiplicative decomposition

∇y(x) = Fel(x)Fpl(x), where Fpl(x) ∶= I + hz(x).

Moreover,
√

Cy(x) ∈ R3×3
sym and Ry(x) ∈ SO(3) are obtained from y by the polar decomposition,

∇y(x) = Ry(x)
√

Cy(x), where Cy(x) ∶= ∇y(x)T∇y(x). (1.1)

The model is based on a decomposition of the energy into an elastic part and a hardening
part. For the elastic part, we consider a standard elastic energy density Wel which is frame-
indifferent, minimized at the set of rotations and non-degenerated, see Assumption 2.1 for the
precise assumptions. The elastic energy is augmented by two strain-gradient terms HC

el and HR
el

which act on the components of the polar decomposition of ∇y individually. We consider these
strain-gradient terms to achieve additional regularity required for handling the geometric and
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physical nonlinearities. However, thanks to the split of the strain-gradient terms into HC
el and

HR
el and since we consider different scalings of these terms, the contribution of the strain-gradient

terms vanishes in the limit, see Remark 2.3. Although we introduce the strain-gradient terms
mainly for technical reasons, the concept of strain-gradients originates in models for nonsimple
materials (cf. [KR19, Sect. 2.5]) and has a long history that goes back to Toupin [Tou62; Tou64]
and Mindlin [Min64]. In particular, already [Min64] considers strain-gradients in the form of
HC

el and HR
el. The physical relevance and origin of nonsimple material models is still a point of

discussion among experts, see e.g. [BS24] for a recent contribution that justifies strain-gradient
elasticity from microscopic effects in the context of phase-field crystal models. Nevertheless,
strain-gradients are used in many recent variational studies of nonlinear material models, e.g.
[FK20; Dav+21; BFK23; MR20; OL24].

It is standard practice for thin structures to scale the reference domain to unit thickness.
Therefore, we consider Ω ∶= Ω1 and introduce the rescaled variables y(x1, x̄) = y(x1, hx̄) and
z(x1, x̄) ∶= z(x1, hx̄), x = (x1, x̄) ∈ Ω. The scaling to unit thickness yields a transformation
of the gradient to ∇h ∶= (∂1 ∣ 1

h∇̄), where ∇̄ ∶= (∂2, ∂3) denotes the normal gradient and ∂1
the tangential gradient. Since Ry is not well-defined, if det∇hy = 0, we introduce the set of
admissible deformations,

Ah
def ∶= {y ∈W2,p(Ω,R3) ∣ det∇hy > 0 a.e.}. (1.2)

By combining the considerations above and suitable scaling of the terms, we are let to the
following energies. In the total energy we include a time-dependent loading term l(t) ∶ Ω→ R3,
which drives the evolution.

Eh
el(y, z) ∶=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h−2
ˆ

Ω
Wel(∇hy(x)(I + hz(x))−1)dx

+h−αCp

ˆ
Ω
HC

el (∇
√
Cy(x))dx

+hαRp

ˆ
Ω
HR

el (∇Ry(x))dx, if y ∈ Ah
def ,

∞ else,

(1.3a)

Eh
pl(z) ∶= h−2

ˆ
Ω
Wpl(I + hz(x))dx, (1.3b)

Eh
el+pl(y, z) ∶= Eh

el(y, z) + Eh
pl(z), (1.3c)

Eh(t, y, z) ∶= Eh
el+pl(y, z) −

ˆ
Ω
l(t, x) ⋅ y(x)dx, (1.3d)

where αC , αR > 0 with αR < 2
3(1 − αC) and p > 3. Note that naturally also ∇h

√
Cy and ∇hRy

would appear in the energy. Thus, we implicitly consider different scaling for the tangential and
normal components in these terms. A motivation for this scaling is presented in Remark 2.3.
The scaling h−2 of the elastic energy and hardening energy implies that in the limit h → 0 we
obtain a bending theory.

Additionally to the free energy, the dissipation of the plastic strain is relevant for the dynamics.
As in [MRS08; MS13; Dav14] we model the dissipation by the dissipation distance,

Dh(z, ẑ) ∶= h−1
ˆ

Ω
Dpl(I + hz(x), I + hẑ(x))dx. (1.4)

The dissipation distance describes the minimal amount of energy that is dissipated by passing
from a state z of the plastic strain to ẑ. For ERIS, the dissipation should not depend on the rate
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of change of the plastic strain but just on the path taken. Here, this is achieved by relating the
dissipation distance density Dpl to a positively 1-homogeneous map Rpl as described later in
(2.6). An appropriate weak solution concept for ERIS composed of the energy and dissipation
functionals Eh and Dh and a suitable state space Qh has been proven to be the concept of
energetic solutions. The state space is here given as

Qh ∶=W2,p(Ω,R3) × L2(Ω,R3×3). (1.5)

Definition 1.1 (Energetic solutions, cf. [MT04]). Consider an ERIS given by M ∶= (Q,E ,D),
where Q = Y × Z is a set, E ∶ [0, T ] × Q → (−∞,∞] and D ∶ Z × Z → [0,∞]. We denote the set
of stable states by

SM(t) ∶= {q = (y, z) ∈ Q ∣ E(t, q) < ∞,E(t, q) ≤ E(t, q̂) + D(z, ẑ) for all q̂ = (ŷ, ẑ) ∈ Q}. (1.6)

Moreover, we define the dissipation of a trajectory z ∶ [s, t] → Z, 0 ≤ s < t ≤ T by

DissM(z; [s, t]) ∶= sup{
N

∑
i=1
D(z(ti−1), z(ti)) ∣ s = t0 < ⋅ ⋅ ⋅ < tN = t,N ∈ N}. (1.7)

An energetic solution to the ERIS is a trajectory q = (y, z) ∶ [0, T ] → Q, such that
(a) (Global stability). q(t) is a stable state for any t ∈ [0, T ], i.e.

q(t) ∈ SM(t). (1.8)

(b) (Global Energy balance). [0, T ] ∋ t↦ ∂tE(t, q(t)) is well-defined and integrable and for any
t ∈ [0, T ],

E(t, q(t)) +DissM(z; [0, t]) = E(0, q(0)) +
ˆ t

0
∂sE(s, q(s))ds. (1.9)

Remark 1.2. Note that in our case, since only the loading term is time-dependent, we have
for any q = (y, z) ∈ Qh with Eh

el+pl(q) < ∞,

∂tEh(t, q) = −
ˆ

Ω
∂tl(t, x) ⋅ y(x)dx. (1.10)

In this paper we study the convergence of energetic solutions to the ERIS (Qh,Eh,Dh). We
consider one-sided boundary conditions determined by (vbc,Rbc) ∈ R3 × SO(3). Such boundary
conditions have already been used in the static case, cf. [Neu12; Bar+22]. We introduce these
boundary conditions by restricting the state space to

Qh
(vbc,Rbc)

∶= {(y, z) ∈ Qh ∣ y(0, x̄) = vbc + hx2Rbce2 + hx3Rbce3 for a.e. x̄ ∈ S}, (1.11)

Our main result is the following.
Theorem 1.3. Consider Assumptions 2.1 and 2.6. Let (vbc,Rbc) ∈ R3 × SO(3) and (yh, zh) ∶
[0, T ] → Qh

(vbc,Rbc)
be energetic solutions to the ERIS (Qh

(vbc,Rbc)
,Eh,Dh). Then, up to a sub-

sequence we have for all t ∈ [0, T ],

zh(t) ⇀ z(t) in L2(Ω,R3×3), (1.12a)

and up to a further t-dependent subsequence,

yh(t) → v(t) in H1(Ω,R3), (1.12b)
∇hy

h(t) → R(t) in L2(Ω,R3×3), (1.12c)

where (v,R, z) ∶ [0, T ] → Q0
(vbc,Rbc)

is an energetic solution to the ERIS (Q0
(vbc,Rbc)

,E0,D0), see
below. (For the proof see Section 4.4.)
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The limiting system is a bending model for rods, cf. [MM03; Neu12; BNS20; Bar+22] combined
with linearized plasticity [MS13; Dav14]. Limiting deformations consist of bending and twisting
of the rod, which is described by the following set of possible rod configurations:

Arod ∶= {(v,R) ∈ H2(ω,R3) ×H1(ω,R3×3) ∣R ∈ SO(3) a.e. and ∂1v = Re1}. (1.13)

Combined with the linearized plastic strain z, this leads to the state spaces (without and with
boundary conditions, respectively),

Q0 ∶= Arod × L2(Ω,R3×3), (1.14a)
Q0
(vbc,Rbc)

∶= {(v,R, z) ∈ Q0 ∣ v(0) = vbc,R(0) = Rbc}. (1.14b)

The limiting energy and dissipation are defined as follows:

E0
el(v,R, z) ∶=

ˆ
ω
Qeff

el (RT∂1R −Keff(z)) +
ˆ

Ω
Qel(zres), (1.15a)

E0
pl(z) ∶=

ˆ
Ω
Qpl(z), (1.15b)

E0
el+pl(v,R, z) ∶= E0

el(v,R, z) + E0
pl(z), (1.15c)

E0(t, v,R, z) ∶= E0(v,R, z) −
ˆ

ω
leff(t, x1) ⋅ v(x1)dx1, (1.15d)

D0(z, ẑ) ∶=
ˆ

Ω
Rpl(ẑ − z). (1.15e)

The limiting energy admits the following effective quantities:

• Qeff
el ∶ R3×3

skew → R, a non-degenerate quadratic form which describes the bending-torsion
energy of the rod,

• Keff ∶ L2(Ω,R3×3) → L2(ω,R3×3
skew), the effective contribution of the plastic strain to the

bending and torsion of the rod,

• zres ∈ L2(Ω,R3×3
sym), a residual plastic strain that leads to an energy which cannot be

accommodated by bending and torsion of the rod,

• leff(t, x1) ∶=
´

S l(t, x1, x̄)dx̄, the effective loading.

The definition of these effective quantities is due to an orthogonal projection technique estab-
lished in [BNS20; Bar+22]. See Section 3 for more information and especially Definition 3.1 for
the definition of the quantities.

Remark 1.4. The 3D and limiting ERIS are non-convex and thus, solutions are in general non-
unique. A prominent example for this observation is the buckling of a symmetric rod. Therefore,
generally solutions might jump at any time. Consequently, we cannot expect temporal regularity
of the non-dissipative variable y and convergence of solutions cannot be expected without extrac-
tion of a time-dependent subsequence. On the other hand, if the solution to the limiting ERIS
is unique, we observe in Theorem 1.3 convergence of the whole sequence (yh(t),∇hy

h(t), zh(t))
by a standard procedure, see Remark 4.18 for more details. In Section 5 we study an example
where uniqueness of the solution can be expected.

It is important to note that we do not require nor prove existence of solutions to the 3D model. In
fact, in Theorem 1.3 we implicitly assume that solutions exist. However, existence of solutions
to the finite system is generally unknown. Nevertheless, we can always obtain approximate
solutions to a related time-incremental problem. Following [MS13; Dav14] we prove that these
approximate solutions also convergence to solutions to the limiting ERIS:
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Theorem 1.5. Consider Assumptions 2.1 and 2.6. Let (vbc,Rbc) ∈ R3 × SO(3), 0 = th0 < ⋯ <
th
Nh = T partitions with limh→0 maxi≤Nh(thi − thi−1) = 0 and κ ∶ (0,∞) → (0,∞) with limh→0 κ(h) =

0. Consider (yh
i , z

h
i ) ∈ Qh

(vbc,Rbc)
, such that for i = 1, . . . ,Nh,

Eh(thi , yh
i , z

h
i ) + Dh(zh

i−1, z
h
i ) ≤ κ(h)(thi − thi−1) + inf

(y,z)∈Qh
(vbc,Rbc)

(Eh(thi , y, z) + Dh(zh
i−1, z)) . (1.16)

Let (yh, zh) ∶ [0, T ] → Qh
(vbc,Rbc)

be the associated right-continuous, piece-wise constant in-
terpolants. Then, up to a subsequence, the convergences (1.12) hold with (v,R, z) ∶ [0, T ] →
Q0
(vbc,Rbc)

being an energetic solution to the ERIS (Q0
(vbc,Rbc)

,E0,D0). (For the proof see Sec-
tion 4.4.)

Especially, we obtain existence of solutions to the limiting model as an immediate consequence.
To obtain these results, we utilize the general theory of evolutionary Γ-convergence for energetic
solutions to ERIS, which was introduced in [MRS08]. Similar to the theory of regular Γ-
convergence for minimization problems, the procedure consists of proving certain properties of
the energy and dissipation functionals. We summarize the most important properties in the
following theorem.

Theorem 1.6. Consider Assumptions 2.1 and 2.6. Let (vbc,Rbc) ∈ R3 × SO(3) and (yh, zh) ⊂
Qh. Then, the following statements hold. Moreover, the statements remain true, if (yh, zh) ⊂
Qh
(vbc,Rbc)

and we replace Qh by Qh
(vbc,Rbc)

and Q0 by Q0
(vbc,Rbc)

. In this case we can also replace
(1.19) below with (1.12).

(a) (Compactness): For some constant c > 0 (independent of h, yh and zh), we find

∥yh −
ffl

Sy
h(0, ⋅)∥2L2(Ω) + ∥∇hy

h∥2L2(Ω) + ∥z
h∥2L2(Ω) ≤ c (1 + E

h
el+pl(yh, zh)) . (1.17)

Moreover, if
lim sup

h→0
Eh

el+pl(yh, zh) < ∞. (1.18)

we find (v,R, z) ∈ Q0, such that up to a subsequence (not relabeled),

yh −
ffl

Sy
h(0, ⋅) → v − vbc in H1(Ω,R3), (1.19a)
∇hy

h → R in L2(Ω,R3×3), (1.19b)
zh ⇀ z in L2(Ω,R3×3). (1.19c)

(For the proof see Section 4.1.)

Additionally assume (1.18) and that the convergences (1.19) hold for some (v,R, z) ∈ Q0.

(b) (Lower bound): Let ẑh, ẑ ∈ L2(Ω,R3×3) with ẑh ⇀ ẑ in L2(Ω,R3×3). Then,

lim inf
h→0

Eh
el+pl(yh, zh) ≥ E0

el+pl(v,R, z), (1.20a)

lim inf
h→0

Dh(zh, ẑh) ≥ D0(z, ẑ). (1.20b)

(For the proof see Section 4.2.)

(c) (Mutual recovery sequence): Let (v̂, R̂, ẑ) ∈ Q0. Then, for each subsequence of (h) we find a
further subsequence (not relabeled) and a sequence (ŷh, ẑh) ⊂ Qh satisfying the convergences
(1.19) (with (yh, zh) and (v,R, z) replaced by (ŷh, ẑh) and (v̂, R̂, ẑ)), such that
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lim sup
h→0

(Eh
el+pl(ŷh, ẑh) + Dh(zh, ẑh) − Eh

el+pl(yh, zh))

≤ E0
el+pl(v̂, R̂, ẑ) + D0(z, ẑ) − E0

el+pl(v,R, z). (1.21)

(For the proof see Section 4.3.)

Especially interesting is the construction of the mutual recovery sequence. We use (up to some
correction) a classical Cosserat ansatz

ŷh(x) = v̂h(x1) + hx2R̂
h(x1)e2 + hx3R̂

h(x1)e3, (1.22)

where (v̂h, R̂h) ∈ Arod is a suitable rod configuration, see Proposition 4.11 for the precise ansatz.
What separates this mutual recovery sequence construction from the constructions in static
problems (cf. [MM03; Neu12; BNS20]) is that in order to obtain (1.21), v̂h and R̂h (as well as
the correction term) in general have to be chosen depending on yh. The approaches developed
in [MS13; Dav14] rely on strong convergence of the differences of strains associated to yh and
ŷh. We adapt this approach here, but are faced with an additional difficulty. In these papers
infinitesimal deformations are considered in the limit. Thus, the linearity of the space of limiting
displacements can be exploited in the construction. However, this is not the case in this paper,
since bending deformations yield a non-convex state space. Hence, we have to use a new, entirely
multiplicative approach. The main idea is to use a construction R̂h = R̃Rh where Rh belongs
to a rod configuration related to yh and R̃ = R̂RT . To our knowledge this is the first rigorous
result in this direction dealing with finite deformations in the limit.

Structure of the paper. In Section 2, we discuss the 3D model in detail and introduce the
required assumptions. Afterwards in Section 3 we define the effective quantities of the limiting
model and study their properties. Then, in Section 4 we prove our main results. This section
is structured into separate subsections. In Section 4.1 we prove the compactness statement
Theorem 1.6 (a), in Section 4.2 the lower bound Theorem 1.6 (b), in Section 4.3 we construct
the mutual recovery sequence and finally in Section 4.4 we prove Theorems 1.3 and 1.5. We
finish with an example in Section 5 where uniqueness of solutions to the limiting model can be
expected.

1.1 Notation

Decomposition. e1, e2, e3 denotes the canonical basis of R3. We denote by (A1 ∣ Ā) the n× 3
matrix with A1 ∈ Rn as the first column and Ā ∈ Rn×2 as the two last columns. Vise versa,
given A ∈ Rn×3 we denote the first and last two columns as A1 ∈ Rn and Ā ∈ Rn×2, respectively.
Especially, we denote ∇ = (∂1 ∣ ∇̄). For x ∈ R3 we also use the notation x = (x1, x̄).

Normal part. We denote the mapping of vectors in R3 to their normal part by x̄ ∶ R3 → R3,
x↦ x2e2 + x3e3 and identify it with the map x̄ ∶ R2 → R3, x̄↦ x2e2 + x3e3.

Subsets. We introduce notations for certain subsets of R and R3×3. We denote R+ ∶= [0,∞)
and R̄+ ∶= [0,∞] ∶= R+ ∪ {∞}. Moreover, we set

Gl(3) ∶= {F ∈ R3×3 ∣ detF ≠ 0}, Gl+(3) ∶= {F ∈ R3×3 ∣ detF > 0},
SL(3) ∶= {F ∈ R3×3 ∣ detF = 1}, SO(3) ∶= {F ∈ SL(3) ∣ F TF = FF T = I},
R3×3

sym ∶= {F ∈ R3×3 ∣ F T = F}, R3×3
dev ∶= {F ∈ R3×3

sym ∣ traceF = 0}.
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Strain gradients. We identify R3×3×3 with R(3×3)×3, i.e. row vectors consisting of three
matrices. Especially, we define the multiplication of R ∈ R3×3 and F ∈ R3×3×3 as the entry-
wise matrix multiplication, i.e. RF ∶= (RF1,RF2,RF3) where F = (F1,F2,F3) or more precise
(RF)ijk ∶= ∑3

l=1RilFljk. Moreover, we denote the derivative of maps F ∈ W1,1
loc(R3,R3×3) by

∇F ∶= (∂1F,∂2F,∂3F ) or in coordinates (∇F )ijk ∶= ∂kFij . We define the Hessian of a map
y ∈ W2,1

loc(R3,R3) as ∇2y ∶= ∇(∇y). The same notation is used for the scaled gradient ∇h and
Hessian ∇2

h .

Polar decomposition. Given h > 0 and y ∈ H1(Ω,R3) with det∇hy > 0 a.e., we denote
the components of the polar decomposition of ∇hy by Ry and

√
Cy, i.e. Cy ∶= ∇hy

T∇hy and
Ry ∶= ∇hy(

√
Cy)−1. We suppress the dependence of h in this notation, but when used, the

choice of h can be taken from the context. It is common knowledge that with this definition,
Ry minimizes the distance of ∇hy to SO(3), i.e. Ry ∈ SO(3) a.e. and

dist(∇hy,SO(3)) = ∣∇hy −Ry ∣ = ∣
√
Cy − I ∣. (1.23)

Rotation fields. We define the set H1
SO(3)(ω,R3×3) ∶= H1(ω,R3×3) ∩ L∞(ω,SO(3)). Given

R ∈ H1
SO(3)(ω,R3×3), we introduce KR ∶= RT∂1R ∈ L2(ω,R3×3

skew).

2 Model setting
In this section we present the 3D model and the required assumptions in detail. Our model is
given by an ERIS described by the free energy Eh, dissipation distance Dh and state space Qh

as introduced in (1.3d), (1.4) and (1.5), respectively. These quantities are determined by

• the reference domain Ω ⊂ R3,

• the elastic energy densities Wel ∶ R3×3 → R and HC
el ,H

R
el ∶ R3×3×3 → R,

• the hardening energy density Wpl ∶ R3×3 → R,

• the dissipation distance density Dpl ∶ R3×3 ×R3×3 → R, which itself depends on the dissi-
pation potential density Rpl ∶ R3×3 → R,

• and the time dependent external loading density l ∶ [0, T ] ×Ω→ R3.

For the readers convenience, we summarize the quantities introduced in this section in Tables 1
and 2.

Reference domain. Let S ⊂ R2 a open, bounded and connected Lipschitz domain and ω ∶=
(0, l). For simplicity, we assume the positioning properties

ˆ
S
x2 dx̄ =

ˆ
S
x3 dx̄ =

ˆ
S
x2x3 dx̄ = 0. (2.1)

The (rescaled) reference domain is denoted by Ω ∶= ω × S.

Loading. We assume l ∈W1,1([0, T ],H1(Ω,R3)).
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Sets and domains
Ω = ω × S . . . . . . . . . . . . . . reference domain with ω = (0, l) and cross-section S ⊂ R2,
Kpl ⊂ SL(3) . . . . . . . . . . . . set of finite plastic energy.
Parameters
h > 0 . . . . . . . . . . . . . . . . . . . thickness of the rod,
p > 3 . . . . . . . . . . . . . . . . . . . growth of the elastic strain-gradient energy densities, cf.

Assumption 2.1,
αC , αR > 0 . . . . . . . . . . . . . scaling of the respective elastic strain-gradient energies,

connected by αR < 2
3(1 − αC),

Elastic material law
Wel (F ) ∈ R̄+. . . elastic energy density,
Qel (G) ∈ R+. . . linearized elastic energy density,
HC

el , HR
el (F) ∈ R+. . . elastic strain-gradient energy densities,

Plastic material law
Wpl (F ) ∈ R̄+. . . hardening energy density,
Qpl (G) ∈ R+. . . linearized hardening energy density,
Rpl (Ḟ ) ∈ R̄+. . . dissipation potential density,
Dpl (F, F̂ ) ∈ R̄+. . . dissipation distance density,
External loading
l (t, x) ∈ R3 . . . external loading density.

Table 1: Summary of the main quantities discussed in this paper. Here t ∈ [0, T ]
represents a dependence on the time, x ∈ Ω on the (material) coordinates, F,G ∈
R3×3 on the (linearized) strain, Ḟ ∈ R3×3 on the evolution of the strain and F ∈ R3×3×3

on the strain-gradient.

Elastic material law
Cel ∈ R3×3×3×3. . . fourth-order tensor associated to Qel,
rel (δ) ∈ R̄+ . . . . . . . . rest term for the quadratic expansion of Wel.
Plastic material law
Cpl ∈ R3×3×3×3. . . fourth-order tensor associated to Qpl,
rpl (δ) ∈ R̄+ . . . . . . . . rest term for the quadratic expansion of Wpl.

Table 2: Summary of helping quantities and quantities relevant for the analysis. The
interpretation is as in Table 1 and in addition δ ∈ R+ corresponds to a dependence
of the modulus of G.

Elastic material law. We consider the following properties for the energy densities Wel, HC
el

and HR
el .

(WE1) (Frame indifference):

Wel(RF ) =Wel(F ) for all F ∈ R3×3,R ∈ SO(3);

(WE2) (Non-degeneracy): There exists some 0 < c ≤ C and ρ > 0, such that

Wel(F ) ≥ cdist2(F,SO(3)) for all F ∈ R3×3,

Wel(F ) ≤ C dist2(F,SO(3)) for all F ∈ R3×3 with dist2(F,SO(3)) ≤ ρ;
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(WE3) (Quadratic expansion): There exists a quadratic form Qel ∶ R3×3 → R and an increasing
map rel ∶ R+ → R̄+ with limδ→0 rel(δ) = 0, such that

∣Wel(I +G) −Qel(G)∣ ≤ ∣G∣2rel(∣G∣) for all G ∈ R3×3;

(WE4) (Continuity): There exist γ > 0 and L ∈ R+, such that for all F1, F2 ∈ Bγ(I) and
F ∈ R3×3,

∣Wel(F1FF2) −Wel(F )∣ ≤ L(Wel(F ) + 1)(∣F1 − I ∣ + ∣F2 − I ∣);

(HE1) (Frame indifference):

HR
el (RF) =HR

el (F) for all F ∈ R3×3×3,R ∈ SO(3);

(HE2) (p-growth): For each Hel ∈ {HC
el ,H

R
el } there exist 0 < c ≤ C, such that

c∣F∣p ≤Hel(F) ≤ C (∣F∣p + 1) for all F ∈ R3×3×3;

(HE3) (p-Lipschitz continuity): There exists LC , LR ∈ R+, such that

∣HC
el (F) −HC

el (F̂)∣ ≤ LC (∣F∣p−1 + ∣F̂∣p−1) ∣F − F̂∣,

∣HR
el (F) −HR

el (F̂)∣ ≤ LR (∣F∣p−1 + ∣F̂∣p−1 + 1) ∣F − F̂∣ for all F, F̂ ∈ R3×3×3.

Assumption 2.1 (Elastic material law). We assume that Wel satisfies (WE1) – (WE4) and
HC

el ,H
R
el satisfy (HE1) – (HE3) for some p > 3. Moreover, we fix 0 < αC , αR < 1 with αR <

2
3(1 − αC).

We denote by Cel ∈ R3×3×3×3 the symmetric fourth-order tensor associated to the quadratic form
Qel by the polarization formula

G ∶ CelĜ = 1
2 (Qel(G + Ĝ) −Qel(G) −Qel(Ĝ)) , G, Ĝ ∈ R3×3. (2.2)

Remark 2.2.

(i) The assumptions (WE1) – (WE4) are standard assumptions for the elastic energy density
and used in a similar form in various contributions, e.g. [Böh+22; Neu12; MS13; Dav14].
The condition (WE4) is usually given in the form ∣F T∇Wel(F )∣ ≤ c(Wel(F ) + 1) which
is stronger as shown in [MS13, Lem. 4.1]. Since we only require (WE4), we choose to
assume this condition directly.

(ii) The quadratic form Qel is uniquely defined from (WE3) as Qel(G) = limh→0
1

h2Wel(I+hG).
It is well-known in elasticity that (WE1) – (WE4) imply that Qel satisfies

c∣symG∣2 ≤ Qel(G) ≤ C ∣symG∣2 for all G ∈ R3×3, (2.3)

with the same constants as in (WE2). Especially, Qel(G) and Ĝ ∶ CelG depend only on
the symmetric part of G and Ĝ.

(iii) The specific choice of rel is not important. However, we may use the explicit choice

rel(δ) ∶= sup{ 1
∣G∣2
∣Wel(I +G) −Qel(G)∣ ∣G ∈ R3×3,0 < ∣G∣ ≤ δ}, δ > 0. (2.4)

10



Remark 2.3. The growth condition (HE2) and p-Lipschitz continuity (HE3) are usual assump-
tions for strain-gradient elasticity, see e.g. [FK18; FK20; Dav+21; BFK23]. It is natural that
the frame-indifference (HE1) is only assumed for the part depending on Ry, since

√
Cy is already

independent of the frame, cf. [dSV09, Sect. 2(b)]. The introduction of the strain-gradient terms
is mainly for analytical reasons. Thus, we seek to choose them in such a way that they vanish
in the limit. We motivate that this is expected with our choice of the individual scalings h−αC

and hαR : In the limit we expect deformations that are close to the classical Cosserat ansatz

yh(x) = v(x1) + hR(x1)x̄(x),

for some (v,R) ∈ Arod. We observe

∇hy
h = R + hR(KRx̄ ∣ 0), Cyh = I + 2h sym(KRx̄ ∣ 0) + h2(KRx̄ ∣ 0)T (KRx̄ ∣ 0).

Together with Lemma A.1 this shows that we can expect h−αC∇
√
Cyh → 0 and hαR∇Ryh → 0

whenever 0 < αC , αR < 1. The assumption αR < 2
3(1 − αC) is technical and allows us to infer

sufficient regularity for the correction term ϕh, see Remark 4.5.

Plastic material law. We introduce the following two material classes for the hardening
energy density and the dissipation potential which are adapted from [MS13; Dav14].

Definition 2.4 (cf. [MS13; Dav14]). Let Kpl ⊂ SL(3) compact, such that I is a relatively
interior point of Kpl. We denote by Wpl(Kpl) the set of all functions Wpl ∶ R3×3 → R̄+, which
are of the form

Wpl(F ) =
⎧⎪⎪⎨⎪⎪⎩

W̃pl(F ) if F ∈Kpl,

∞ else,

with W̃pl ∶ R3×3 → R+ satisfying the following properties.

(WP1) (Continuity): We find L ∈ R+ and an open set O ⊂ R3×3 with Kpl ⊂⊂ O, such that W̃pl
is L-Lipschitz continuous on O, i.e.

∣W̃pl(F ) − W̃pl(F̂ )∣ ≤ L∣F − F̂ ∣ for all F, F̂ ∈ O.

(WP2) (Non-degeneracy): There exists c > 0, such that

W̃pl(I +G) ≥ c∣G∣2 for all G ∈ R3×3.

(WP3) (Quadratic expansion): There exists a quadratic form Qpl ∶ R3×3 → R and an increasing
map rpl ∶ R+ → R̄+ with limδ→0 rpl(δ) = 0, such that

∣W̃pl(I +G) −Qpl(G)∣ ≤ ∣G∣2rpl(∣G∣) for all G ∈ R3×3.

Definition 2.5 (cf. [MS13; Dav14]). We denote by Rpl the set of all functions Rpl ∶ R3×3 → R̄+,
which are of the form

Rpl(Ḟ ) =
⎧⎪⎪⎨⎪⎪⎩

R̃pl(Ḟ ) if Ḟ ∈ R3×3
dev ,

∞ else,

where R̃pl ∶ R3×3
dev → R+ is a convex, positively 1-homogeneous function, such that there exist

0 < c ≤ C satisfying
c∣Ḟ ∣ ≤ R̃pl(Ḟ ) ≤ C ∣Ḟ ∣ for all Ḟ ∈ R3×3

dev . (2.5)
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Assumption 2.6 (Plastic material law). We assume that there exists a compact setKpl ⊂ SL(3)
with I as an relatively interior point, such that Wpl ∈Wpl(Kpl) and Rpl ∈Rpl.

Given Rpl, we define the associated dissipation distance density Dpl ∶ R3×3 ×R3×3 → R̄+ by

Dpl(F, F̂ ) ∶=
⎧⎪⎪⎨⎪⎪⎩

Dpl(I, F̂F−1) if F, F̂ ∈ Gl+(3),
∞ else,

(2.6a)

Dpl(I,F ) ∶= inf
P ∈C1([0,1],Gl+(3)),

P (0)=I,P (1)=F

ˆ 1

0
Rpl(Ṗ (t)P (t)−1)dt. (2.6b)

Moreover, we denote by Cpl ∈ R3×3×3×3 the fourth-order tensor, associated to Qpl by the polar-
ization formula

G ∶ CplĜ = 1
2 (Qpl(G + Ĝ) −Qpl(G) −Qpl(Ĝ)) , G, Ĝ ∈ R3×3. (2.7)

Remark 2.7.

(i) Similarly as for the elastic quantity, Qpl is uniquely defined from (WP3) as Qpl(G) =
limh→0

1
h2Wpl(I + hG) and rpl admits the explicit choice

rpl(δ) ∶= sup{ 1
∣G∣2
∣Wpl(I +G) −Qpl(G)∣ ∣G ∈ R3×3, ∣G∣ ≤ δ}, δ > 0. (2.8)

Moreover, from (WP2) we infer that for some constants 0 < c ≤ C,

c∣G∣2 ≤ Qpl(G) ≤ C ∣G∣2 for all G ∈ R3×3. (2.9)

(ii) The properties of the set Kpl ensure that there exist constants 0 < c ≤ C, such that

∣F ∣ ≤ C, ∣F −1∣ ≤ C, ∣F̂ − I ∣ ≥ c, for all F ∈Kpl, F̂ ∈ SL(3) \Kpl. (2.10)

While it is a very technical assumption that Wpl is infinite outside such a set, it is an
important property in order to ensure that, as established in [MS13, Lem. 3.1],

lim sup
h→0

Eel+pl(yh, zh) < ∞ ⇒ lim sup
h→0

h−2
ˆ

Ω
dist2(∇hy

h,SO(3)) < ∞, (2.11)

i.e. sequences of finite energy also have finite bending energy and thus we are able to pass
to a bending theory in the limit, cf. [FJM02; MM03].

(iii) It is not hard to show that the dissipation distance Dpl satisfies the triangle inequality

Dpl(F1, F3) ≤ Dpl(F1, F2) +Dpl(F2, F3), for all F1, F2, F3 ∈ R3×3. (2.12)

Moreover, it is proven in [Dav14, Rem. 2.4] that there exists a constant c > 0 such that

Dpl(F, F̂ ) ≤ c, Dpl(I,F ) ≤ c∣F − I ∣ for all F, F̂ ∈Kpl. (2.13)
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3 Identification of the limiting model
The identification of the limiting elastic energy according to (1.15a) has already been provided
in [BNS20; Bar+22]. The form of the limiting energy is due to a representation of the limit of
the nonlinear strain Eh ∶= h−1(

√
Cyh −I). According to [BNS20, Prop. 5.1], the nonlinear strain

admits a limit of the form

Eh ⇀ sym(KRx̄ ∣ 0) + χ in L2(Ω,R3×3), (3.1)

where R ∈ H1
SO(3)(ω,R3×3) is given as in (1.19) and χ lives in the relaxation space L2(ω,Hrel)

with
Hrel ∶= {sym(ae1 ∣ ∇̄φ) ∣ a ∈ R, φ ∈ H1(S,R3)}. (3.2)

We shall see that this representation justifies that the limiting elastic energy can be written in
the form

E0
el(v,R, z) = min

χ∈L2(ω,Hrel)

ˆ
Ω
Qel( sym(KRx̄ ∣ 0) + χ − sym(z)) (3.3)

=
ˆ

ω
min

χ∈Hrel

ˆ
S
Qel( sym(KRx̄ ∣ 0) + χ − sym(z)).

Note that the second equality can be obtained by appealing to the respective Euler-Lagrange
equations of the left- and right-hand side. The right-hand side can be treated using orthogonal
projections in the Hilbert space H ∶= L2(S,R3×3

sym) equipped with the scalar product (χ,ψ)Q ∶=´
S χ ∶ Celψ. The details have already been carried out in [BNS20, Sect. 2.4] and more specifically

[Bar+22, Sect. 2.3] and are thus omitted here. To introduce the effective coefficients, we consider
the subspaces Hmicro, Hmacro and Hres given by the orthogonal decompositions (in H),

Hmicro ∶= {sym(Kx̄ ∣ 0) + χ ∣K ∈ R3×3
skew, χ ∈ Hrel}, (3.4)

H = Hmicro ⊕Hres, Hmicro = Hmacro ⊕Hrel. (3.5)

Moreover, we denote orthogonal projections in H onto some closed subspace A ⊂ H by PA. The
procedure allows us to justify (1.15a) by the representation

min
χ∈Hrel

ˆ
S
Qel( sym(Kx̄ ∣ 0) + χ − z) = Qeff

el (K −Keff(z)) +
ˆ

S
Qel(zres), (3.6)

where Qeff
el , Keff(z) and zres are defined as follows:

Definition 3.1. Given K ∈ R3×3
skew and z ∈ L2(S,R3×3

sym), we set

Qeff
el (K) ∶= ∥PHmacro ( sym(Kx̄ ∣ 0))∥2

Q
, (3.7)

zres ∶= PHres(z), (3.8)

and define Keff(z) ∈ R3×3
skew as the unique solution to

PHmacro ( sym(Keff(z)x̄ ∣ 0)) = PHmacro(z). (3.9)

Moreover, for x ∈ Ω and z ∈ L2(Ω,R3×3), we set zx1 ∶= sym(z(x1, ⋅)) ∈ L2(S,R3×3
sym) and

Keff(z)(x1) ∶=Keff(zx1), zres(x1, x̄) ∶= zres
x1 (x̄). (3.10)
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It has been shown in [BNS20, Lem. 2.10] (see also [Bar+22, Lem. 2.8]) that Qeff
el is non-

degenerate:

Lemma 3.2. There exist constants 0 < c ≤ C, such that for all K ∈ R3×3
skew, z ∈ L2(S,R3×3

sym),

c∣K ∣2 ≤ Qeff
el (K) ≤ C ∣K ∣

2, ∣Keff(z)∣ ≤ C∥z∥L2(S).

As in [BNS20; Bar+22] we obtain an alternative representation of these quantities using solu-
tions to elliptic problems. For this we utilize the following basis of R3×3

skew,

K1 ∶= 1√
2 (0 ∣ −e3 ∣ e2) , K2 ∶= 1√

2 (−e2 ∣ e1 ∣ 0) , K3 ∶= 1√
2 (−e3 ∣ 0 ∣ e1) . (3.11)

Proposition 3.3. Let K ∈ R3×3
skew and z ∈ L2(S,R3×3

sym). Define (ai, φi), i = 1,2,3, as the unique
minimizer satisfying

ffl
S φi = 0 and

ffl
S ∂3φi ⋅ e2 − ∂2φi ⋅ e3 = 0 of

R ×H1(S,R3) ∋ (a,φ) ↦
ˆ

S
Qel(Kix̄ + ae1 ∣ ∇̄φ),

and (az, φz) as the unique minimizer satisfying
ffl

S φz = 0 and
ffl

S ∂3φz ⋅ e2 − ∂2φz ⋅ e3 = 0 of

R ×H1(S,R3) ∋ (a,φ) ↦
ˆ

S
Qel((ae1 ∣ ∇̄φ) + z),

Let Ψi ∶= sym(Kix̄ + aie1 ∣ ∇̄φi) and C ∈ R3×3 by Cij = (Ψi,Ψj)Q, i, j = 1,2,3. Then,

Qeff
el (K) =

3
∑

i,j=1
Cij(K ⋅Ki)(K ⋅Kj) (3.12a)

Keff(z) =
3
∑

i,j=1
(z,Ψj)Q(C−1)ijKi, (3.12b)

zres = z + sym(aze1 ∣ ∇̄φz) −
3
∑

i,j=1
(z,Ψj)Q(C−1)ijΨi. (3.12c)

4 Proofs
This section is dedicated to the proof of Theorems 1.3, 1.5 and 1.6. We start with the proof
of Theorem 1.6 with the compactness, lower bound and mutual recovery sequence statements
discussed in separate subsections. We shall see that the compactness is due to the rigidity
estimate of [FJM02] and the lower bound statement follows from a careful Taylor expansion of
Wel and Wpl. The main difficulty is the mutual recovery sequence statement which requires a
suitable choice for the ansatz as discussed in the introduction. Finally, we conclude Theorems 1.3
and 1.5 from the previous observations using the theory established in [MRS08].

4.1 Compactness; Proof of Theorem 1.6 (a)

This section is dedicated to the proof of Theorem 1.6 (a). The statement is essentially due to
a combination of [MM03, Thm. 2.1] with [MS13, Lem. 3.1]. The second paper establishes the a
priori estimate,

h−2∥dist(∇hy
h,SO(3))∥2L2(Ω) + ∥z

h∥2L2(Ω) + h
2∥zh∥2L∞(Ω) ≤ c (E

h
el+pl(yh, zh) + 1) , (4.1)
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which already establishes most of (1.17). The estimate follows essentially from (WE2), (WP2)
and Remark 2.7. Especially, we obtain that sequences (yh, zh) ∈ Qh satisfying (1.18) have finite
bending energy in the sense that

lim sup
h→0

h−2
ˆ

Ω
dist2(∇hy

h,SO(3)) < ∞. (4.2)

Then, the first paper establishes the convergences of (yh) for sequences with finite bending
energy. However, we require stronger estimates for the mutual recovery sequence statement.
We obtain those from the strain gradient terms in the energy. Thus, we are lead to reconstructing
the arguments for the compactness. Our general procedure is as described above but we follow
[Neu12] whose argumentation slidly deviates from the one provided in [MM03]. As in many
similar contributions a crucial ingredient is the rigidity estimate [FJM02, Thm. 3.1]. We provide
a version of the theorem, showing that the rotation can be chosen independent of the considered
Lq space.

Proposition 4.1 (cf. [FJM02, Thm. 3.1]). Let 1 < q < ∞ and U ⊂ R3 a bounded Lipschitz
domain. There exists a constant c > 0, such that for all y ∈ W1,∞(U,R3), we find a constant
rotation R ∈ SO(3) independent of q, such that

∥∇y −R∥Lq(U) ≤ c∥dist(∇y,SO(3))∥Lq(U). (4.3)

Proof. We show that the rotation R can be chosen independent of q. In fact we may use
the (semi-) explicit choice R′ ∈ Arg minR∈SO(3)∣

ffl
U ∇y −R∣ (see [NR24]). Indeed, let R ∈ SO(3)

satisfy (4.3). Then,

∥∇y −R′∥Lq(U)
≤ ∥∇y −R∥Lq(U) + ∣U ∣

1/q ∣R′ −
ffl

U ∇y∣ + ∣U ∣1/q ∣
ffl

U ∇y −R∣

≤ ∥∇y −R∥Lq(U) + ∣U ∣
1/q ∣R −

ffl
U ∇y∣ + ∣U ∣1/q ∣

ffl
U ∇y −R∣

≤ 3∥∇y −R∥Lq(U) ≤ c1∥dist(∇y,SO(3))∥Lq(U).

As a corollary we get the following rigidity statements for rods, which is adapted from [Neu12,
Prop. 3.6].

Proposition 4.2. Let 1 < q < ∞ and h0 > 0. There exists a constant c > 0, such that for all
y ∈ W1,∞(Ω,R3) and any 0 < h ≤ h0, we find a rotation field R ∈ W1,∞(ω,SO(3)), such that
KR = RT∂1R is piece-wise constant with jump-set contained in hZ and

∥∇hy −R∥Lq(Ω) + ∥h∂1R∥Lq(ω) ≤ c∥dist(∇hy,SO(3))∥Lq(Ω), (4.4a)

∥h∂1R∥L∞(ω) ≤ c∥dist(∇hy,SO(3))∥L∞(Ω). (4.4b)

Moreover, R can be chosen independently of q and if (y, z) ∈ Qh
(vbc,Rbc)

for some z ∈ L2(Ω,R3×3)
and (vbc,Rbc) ∈ R3 × SO(3), then we may choose R, such that R(0) = Rbc.

Proof. Repeating the arguments for [Neu12, Prop. 3.6], which already establishes (4.4a) in the
case q = 2, one can show that (4.4a) holds for arbitrary 1 < q < ∞. What is more, since R is
constructed using the rigidity estimate, R can be chosen independently of q by Proposition 4.1.
Especially, note that from the procedure one can establish the inequality

sup
x1∈(ξ,ξ+h)

∣h∂1R(x1)∣2 ≤ c1h
−1∥dist(∇hy∗,SO(3))∥2L2([ξ−h,ξ+h)×S)

, ξ ∈ hZ ∩ [−h, l + h],
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where y∗ is an extension of y to (−2h, l + 2h) × S with

∥dist(∇hy∗,SO(3))∥L2((−2h,0)∪(l,l+2h)×S)
≤ c2∥dist(∇hy,SO(3))∥L2((0,h)∪(l−h,l)×S)

.

From this, we obtain (4.4b) by comparing the L2 norm against the L∞ norm. [Neu12, Prop. 3.6]
also shows that one may choose R, such that R(0) = Rbc, if (y, z) ∈ Qh

(vbc,Rbc)
.

We proceed by proving the a priori estimate (1.17). By (4.1) it remains to show the estimate
for yh −

ffl
S y

h(0, ⋅). This is due to the following version of the Poincaré inequality. We show a
stronger version than necessary for (1.17), which we use in the proposition afterwards.

Lemma 4.3 (Poincaré-Morrey). Let 1 ≤ q < ∞. We find a constant c > 0, such that for all
y ∈W1,q(Ω) we have

∥y −
ffl

Sy(0, ⋅)∥Lq(Ω) ≤ c (∥∂1y∥L1(Ω) + ∥∇̄y∥Lq(Ω)) . (4.5)

Proof. In the proof we follow [Neu12, Prop. 3.6]. Consider ȳ(x1) ∶=
ffl

S y(x1, x̄)dx̄, x1 ∈ ω. Then,
Poincaré’s inequality yields

∥y − ȳ∥qLq(Ω) =
ˆ

ω

∥y(x1, ⋅) −
ffl

Sy(x1, ⋅)∥
q

Lq(S)
dx1 ≤ c1

ˆ
ω
∥∇̄y(x1, ⋅)∥qLq(S) dx1 = c1∥∇̄y∥qLq(Ω).

Moreover, in one dimension the continuous representative satisfies ȳ(x1)− ȳ(0) =
´ x1

0 ∂1ȳ. Thus,
we can conclude the claim with the estimate,

∥ȳ − ȳ(0)∥L∞(ω) ≤ ∥∂1ȳ∥L1(ω) ≤ ∣S∣
−1∥∂1y∥L1(Ω).

Now, Theorem 1.6 (a) is an immediate consequence of the following proposition, also in the
variant with boundary conditions. The proposition shows that 3D deformation with finite
energy in the sense of (1.18) can be represented by means of a standard Cosserat ansatz with
a small remainder ϕh, see (4.6) below. The proposition also establishes estimates that we need
for the construction of the mutual recovery sequence. In particular, using the regularizing
properties of the strain gradient terms, the proposition yields smallness of the remainder ϕh in
Lq for large q.

Proposition 4.4. Let (vbc,Rbc) ∈ R3 × SO(3) and (yh, zh) ⊂ Qh having bounded energy, i.e.
satisfying (1.18). Then, yh admits a representation,

yh(x) = vh(x1) + hRh(x1)x̄(x) + hϕh(x), x ∈ Ω, (4.6)

for some rod configuration (vh,Rh) ∈ Arod and ϕh ∈ W1,∞(Ω,R3), such that the following
statements hold.

(a) We have vh(0) =
ffl

S y
h(0, x̄)dx̄ and

ffl
S ϕ

h(0, x̄)dx̄ = 0. Moreover, if (yh, zh) ∈ Qh
(vbc,Rbc)

,
then vh(0) = vbc, Rh(0) = Rbc and ϕh(0, x̄) = 0 for a.e. x̄ ∈ S.

(b) We have I + hzh ∈Kpl a.e. in Ω for all 0 < h≪ 1.

(c) For all q ∈ [1,∞] and q̃ ∈ [1,∞), we have

lim sup
h→0

∥zh∥L2(Ω) + h ∥zh∥L∞(Ω) < ∞, (4.7a)
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lim sup
h→0

h−αC ∥∇
√
Cyh∥

Lp(Ω)
+ hαR ∥∇Ryh∥Lp(Ω) + hαR ∥∇∇hy

h∥Lp(Ω) < ∞, (4.7b)

lim sup
h→0

h−αq ∥
√
Cyh − I∥

Lq(Ω)
+ h−αq̃ ∥∇hy

h −Rh∥Lq̃(Ω) + h
1−αq∥∂1R

h∥Lq(ω)
< ∞, (4.7c)

lim sup
h→0

h1−α∗q∥ϕh∥Lq(Ω) + h1−αq̃∥∇hϕ
h∥Lq̃(Ω) < ∞, (4.7d)

where αq ∶= {
1 q≤2,

αC+2 1−αC
q

q∈(2,∞),
αC q=∞

and α∗q = 1 for q < ∞ and α∗q < α3 arbitrary for q = ∞.

(d) We find (v,R, z) ∈ Q0, ϕ ∈ H1(ω,R3) and ψ ∈ L2(ω,H1(S,R3)), such that up to a subse-
quence (not relabeled),

zh ⇀ z in L2(Ω,R3×3), (4.8a)
vh − vh(0) ⇀ v − v(0) in H2(ω,R3), (4.8b)

Rh ⇀ R in H1(ω,R3×3), (4.8c)
ϕh ⇀ ϕ in H1(Ω,R3), (4.8d)

∇hϕ
h ⇀ (∂1ϕ ∣ ∇̄ψ) in L2(Ω,R3×3). (4.8e)

Moreover, if (yh, zh) ∈ Qh
(vbc,Rbc)

, then (v,R, z) ∈ Q0
(vbc,Rbc)

.

Proof. From (1.18), we immediately obtain,

(∗1) lim sup
h→0

h−2
ˆ

Ω
Wel(∇hy

h(I + hzh)−1) < ∞, (∗2) lim sup
h→0

h−2
ˆ

Ω
Wpl(I + hzh)< ∞,

(∗3) lim sup
h→0

h−αCp

ˆ
Ω
HC

el (∇h

√
Cyh) < ∞, (∗4) lim sup

h→0
hαRp

ˆ
Ω
HR

el (∇hRyh)< ∞.

(∗2) implies (b) by Definition 2.4 and the a priori estimate (4.1) yields (4.7a) and that (yh) has
finite bending energy in the sense of (4.2), i.e.

lim sup
h→0

h−1∥
√
Cyh − I∥

L2(Ω)
= lim sup

h→0
h−1∥dist(∇hy

h,SO(3))∥L2(Ω) < ∞. (∗5)

(∗3) and (∗4) yield (4.7b) in view of the growth condition (HE2) and the polar decompositon
∇hy

h = Ryh

√
Cyh . Now since p > 3, from Morrey’s and Poincaré’s inequality, combined with

(∗5) and (4.7b), we conclude the L∞ bound

lim sup
h→0

h−αC∥
√
Cyh − I∥

L∞(Ω)
≤ lim sup

h→0
h−αC (∥

√
Cyh −

ffl
Ω
√
Cyh∥

L∞(Ω)
+ ∣
ffl

Ω
√
Cyh − I ∣)

≤ c1 lim sup
h→0

h−αC (∥∇
√
Cyh∥

Lp(Ω)
+ ∥
√
Cyh − I∥

L2(Ω)
) < ∞.

Note that for 2 < q < ∞, αq is defined such that αqq = αC(q − 2) + 2. Thus, we have the trivial
inequality

h−αqq∥
√
Cyh − I∥

q

Lq(Ω)
≤ (h−αC∥

√
Cyh − I∥

L∞(Ω)
)

q−2
(h−1∥

√
Cyh − I∥

L2(Ω)
)

2
,

which establishes

lim sup
h→0

h−αq∥dist(∇hy
h,SO(3))∥Lq(Ω) = lim sup

h→0
h−αq∥

√
Cyh − I∥

Lq(Ω)
< ∞. (∗6)
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Note that for 1 ≤ q < 2, (∗6) follows immediately from (∗5) by Hölder’s inequality. Let us now
define the rotation field Rh according to Proposition 4.2. Then, (4.7c) follows immediately from
(∗6). Following [Neu12, Prop. 3.6] we define

vh(x1) ∶=
 

S
yh(0, x̄)dx̄ +

ˆ x1

0
Rh(s)e1 ds,

ϕh(x) ∶= h−1(yh(x) − vh(x1) − hRh(x1)x̄(x)).

Then, (vh,Rh) ∈ Arod, (a) is satisfied by the centering of S, see (2.1), and a quick calculation
shows ∇hϕ

h = h−1(∇hy
h − Rh) − (∂1R

hx̄ ∣ 0). From this, we conclude ϕh ∈ W1,∞, since yh ∈
W2,p(Ω,R3) and Rh ∈W1,∞(Ω,R3×3). Moreover, (4.7c) yields,

lim sup
h→0

h1−αq̃∥∇hϕ
h∥Lq̃(Ω) < ∞. (∗7)

It remains to show the first part of (4.7d). We start with the case 1 ≤ q < ∞. Sinceffl
S ϕ

h(0, x̄)dx̄ = 0, Lemma 4.3 implies

∥ϕh∥Lq(Ω) ≤ c3 (∥∂1ϕ
h∥L1(Ω) + ∥∇̄ϕ

h∥Lq(Ω)) ≤ c3 (∥∇hϕ
h∥L1(Ω) + h∥∇hϕ

h∥Lq(Ω)) .

Thus, (4.7d) follows from (∗7). The case q = ∞ now can be obtained from the fact that
Poincaré’s and Morrey’s inequality show that for any q̄ > 3,

∥ϕh∥L∞(Ω) ≤ c4 (∥∇hϕ
h∥Lq̄(Ω) + ∥ϕ

h∥L1(Ω)) .

The statement (d) follows immediately from the boundedness of the sequences in question,
which we established in (c). The only remaining part is the identification of the limit of the
sequence ∇hϕ

h. The proof is analogous to the proof of [MM03, Thm. 3.1(i)] and [Neu12,
Thm. 3.5(a)]. For the readers convenience we provide the arguments here. From (4.7d) we
know that (∇hϕ

h) converges (up to a subsequence) weakly in L2(Ω,R3×3). Moreover, since
∇h = (∂1 ∣ 1

h∇̄), (4.7d) implies that the limit is of the form (∂1ϕ ∣ d) for some d ∈ L2(Ω,R3×2).
Let ϕ̄h ∶ ω → R3, ϕ̄h(x1) ∶=

ffl
S ϕ

h(x1, x̄)dx̄ and ψh ∶= h−1(ϕh − ϕ̄h). Then, we can write d as the
weak limit of (∇̄ψh) in L2(Ω,R3×2). Moreover, the proof of Lemma 4.3 shows

lim sup
h→0

∥ψh∥L2(Ω) = lim sup
h→0

h−1∥ϕh − ϕ̄h∥L2(Ω) ≤ c5 lim sup
h→0

h−1∥∇̄ϕh∥L2(Ω) < ∞.

Thus, (ψh) converges (up to a subsequence) to some ψ ∈ L2(Ω,R3). It follows that ψ ∈
L2(ω,H1(S,R3)) and d = ∇̄ψ, sinceˆ

Ω
diφ = lim

h→0

ˆ
Ω
∂i+1ψ

hφ = lim
h→0

ˆ
Ω
ψh∂i+1φ =

ˆ
Ω
ψ∂i+1φ for all φ ∈ C∞c (Ω), i = 1,2.

Remark 4.5.

(i) The ratio behind the definition of αq in Proposition 4.4 is the following: As shown in the
proof of Proposition 4.4, equi-boundedness of the energy in form of (1.18) yields (thanks
to the geometric rigidity estimate [FJM02] and the presence of the strain gradient term
HC

el ) the bound

lim sup
h→0

(h−1∥dist(∇hy
h,SO(3))∥L2(Ω) + h

−αC∥dist(∇hy
h,SO(3))∥L∞(Ω)) < ∞.

Combined with an interpolation estimate between L2 and L∞ we obtain for all q ∈ [1,∞]
the bound

lim sup
h→0

h−αq∥dist(∇hy
h,SO(3))∥Lq(Ω) < ∞.
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(ii) (4.7d) clearly implies limh→0 h
1−δ∥ϕh∥L∞(Ω) = 0 for any δ < αq with q = 3. This is a critical

estimate in the construction of the mutual recovery sequence. In particular, thanks to the
assumption αR < 2

3(1 − αC) we have αC + αR < α3 and thus,

lim
h→0

h1−αc−αR∥ϕh∥L∞(Ω) → 0.

4.2 Lower bound; Proof of Theorem 1.6 (b)

In this section we show Theorem 1.6 (b). [MS13] already establishes the lower bound for the
plastic part, i.e.

lim inf
h→0

Eh
pl(zh) ≥ E0

pl(z),

lim inf
h→0

Dh(zh, ẑh) ≥ D0(z, ẑ),

provided zh ⇀ z and ẑh ⇀ ẑ in L2(Ω,R3×3) (the lower bound for the energy needs that (yh, zh)
has bounded energy to be rigorous, but this is not a restriction as we shall see in Proposition 4.8).
It remains to prove the lower bound for the elastic energy. For this, we mimic the procedure
of [Neu12] appealing to Proposition 4.4. See also [MM03; BNS20; Bar+22], where similar ideas
are used. We start by providing a characterization of the limit of the nonlinear strain, the
proof of which follows immediately from Proposition 4.4 and [Neu12, Lem. 4.5]. Recall that for
R ∈ H1

SO(3)(ω) we defined KR ∶= RT∂1R.

Proposition 4.6. Let (yh, zh) ⊂ Qh with bounded energy in the sense of (1.18). Let (vh,Rh) ∈
Arod and ϕh ∈W1,∞(Ω,R3) be as in Proposition 4.4. Consider

Gh ∶= h−1((Rh)T∇hy
h − I) = (KRh x̄ ∣ 0) + (Rh)T∇hϕ

h, (4.9a)

Eh ∶= h−1(
√
(∇hyh)T∇hyh − I) = h−1(

√
Cyh − I). (4.9b)

Then, for all q ∈ [1,∞],

lim sup
h→0

h1−αq∥Gh∥Lq(Ω) + h
1−αq∥Eh∥Lq(Ω) < ∞. (4.10)

Moreover, if we find z ∈ L2(Ω,R3×3), (v,R) ∈ Arod, ϕ ∈ H1(ω,R3) and ψ ∈ L2(ω,H1(S,R3))
such that the convergences (4.8) hold, then

Gh ⇀ G ∶= (KRx̄ +RT∂1ϕ ∣RT ∇̄ψ) in L2(Ω,R3×3), (4.11a)
Eh ⇀ E ∶= sym(KRx̄ + ae1 ∣ ∇̄φ) in L2(Ω,R3×3), (4.11b)

where a ∶= RT∂1ϕ ⋅ e1 ∈ L2(ω) and φ ∶= RTψ + (RT∂1ϕ ⋅ x̄)e1 ∈ L2(ω,H1(S,R3)).

The next essential ingredient is the following lemma resulting from a careful Taylor expansion.

Lemma 4.7 (Expansion). Let (Φh), (Ψh) ⊂ L2(Ω,R3×3) bounded and κ ∶ (0,∞) → (0,∞) with
limh→0 κ(h) = 0. Then, we find Oh ⊂ Ω with limh→0∣Ω \Oh∣ = limh→0 κ(h)h−2∣Ω \Oh∣ = 0, such
that det(I + hΨh(x)) > 0 for all x ∈ Oh and

lim
h→0
∣h−2

ˆ
Oh

Wel((I + hΦh)(I + hΨh)−1) −
ˆ

Oh

Qel(Φh −Ψh)∣ = 0 (4.12)
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Proof. Define κ̃(h) ∶= κ(h) if limh→0 h
2κ(h)−1 = 0 and κ̃(h) ∶= h else. We define the set

Oh ∶= {x ∈ Ω ∣ ∣hΦh(x)∣ + ∣hΨh(x)∣ ≤ min{1
2 , κ̃(h)

1/4}}. Then, Markov’s inequality shows
limh→0 h

−2κ̃(h)∣Ω \Oh∣ = 0. Moreover, we find from the Neumann series that given x ∈ Oh,

(I + hΨh(x))−1 = I − hΨh(x) + hρh(x),

where ρh(x) ∶= h−1∑∞k=2(−hΨh(x))k. The definition of Oh shows that (ρh) satisfies

∥1Ohρh∥L2(Ω) ≤
κ̃(h)1/4

1−κ̃(h)1/4
∥Ψh∥L2(Ω) → 0, ∥1Ohhρh∥L∞(Ω) ≤

κ̃(h)1/2

1−κ̃(h)1/4
→ 0. (∗)

Let Gh(x) ∶= h−1((I + hΦh(x))(I + hΨh(x))−1 − I). Then, (WE3) yields

∣h−2
ˆ

Oh

Wel((I + hΦh)(I + hΨh)−1) −
ˆ

Oh

Qel(Φh −Ψh)∣ ≤ (I)h + (II)h,

where

(I)h ∶= ∥1OhGh∥L2(Ω)rel(∥1OhhGh∥L∞(Ω)),

(II)h ∶= ∣
ˆ

Oh

Qel(Gh) −Qel(Φh −Ψh)∣.

From (∗) we obtain the estimates

∥1Oh(Gh −Φh +Ψh)∥L2(Ω) → 0, ∥1OhhGh∥L∞(Ω) → 0.

Hence, (I)h → 0 and also by the Cauchy-Schwarz inequality

(II)h = ∣
ˆ

Oh

(Gh −Φh +Ψh) ∶ Cel(Gh +Φh −Ψh)∣ → 0.

With these two contributions we are able to show the lower bound statement for the elastic
energy and thus conclude Theorem 1.6 (b).

Proposition 4.8. Let (yh, zh) ⊂ Qh and (v,R, z) ∈ Q0 such that the convergences (1.19) hold
(respectively (1.12) provided (yh, zh) ⊂ Qh

(vbc,Rbc)
and (v,R, z) ∈ Q0

(vbc,Rbc)
for some (vbc,Rbc) ∈

R3 × SO(3)). Then,
lim inf

h→0
Eh

el+pl(yh, zh) ≥ E0
el+pl(v,R, z). (4.13)

Proof. Without loss, we may assume that the left-hand side of (4.13) is finite and restrict to a
subsequence (not relabeled) which establishes the lim inf as a limit. Then, the sequence (yh, zh)
has bounded energy and by Proposition 4.4 we may restrict to a further subsequence (still not re-
labeled) such that the convergences (4.8) hold for some ϕ ∈ H1(ω,R3) and ψ ∈ L2(ω,H1(S,R3)).
Since then, lim infh→0 Eh

pl(zh) ≥ E0
pl(z) can be rigorously established as discussed at the beginning

of this section and trivially,

lim inf
h→0

h−αCp

ˆ
Ω
HC

el (∇
√
Cyh) + hαRp

ˆ
Ω
HR

el (∇Ryh) ≥ 0,

in view of the characterization of the limiting elastic energy (3.3) it remains to show

lim inf
h→0

h−2
ˆ

Ω
Wel(∇hy

h(I + hzh)−1) ≥ inf
χ∈L2(ω,Hrel)

ˆ
Ω
Qel((KRx̄ ∣ 0) + χ − z), (∗)
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Applying Lemma 4.7 with Φh ∶= Eh (defined as in (4.9b)) and Ψh ∶= zh, provides sets Oh ⊂ Ω
with ∣Ω \Oh∣ → 0, such that

lim inf
h→0

h−2
ˆ

Ω
Wel(∇hy

h(I + hzh)−1) (WE1)= lim inf
h→0

h−2
ˆ

Ω
Wel((I + hEh)(I + hzh)−1)

(WE2)
≥ lim inf

h→0
h−2

ˆ
Oh

Wel((I + hEh)(I + hzh)−1) = lim inf
h→0

ˆ
Oh

Qel(Eh − zh).

Now since by (4.11b), Eh ⇀ E = sym(KRx̄ ∣ 0) + χ for χ ∶= sym(ae1 ∣ ∇̄φ) ∈ L2(ω,Hrel) and
zh ⇀ z in L2(Ω,R3×3), we find 1Oh(Eh − zh) ⇀ E − z in L2(Ω,R3×3). Hence, we conclude (∗)
using the weak lower semi-continuity of the quadratic functional as follows,

lim inf
h→0

ˆ
Oh

Qel(Eh − zh) = lim inf
h→0

ˆ
Ω
Qel(1Oh(Eh − zh))

≥
ˆ

Ω
Qel((KRx̄ ∣ 0) + χ − z) ≥ inf

χ∈L2(ω,Hrel)

ˆ
Ω
Qel((KRx̄ ∣ 0) + χ − z).

4.3 Mutual recovery sequence; Proof of Theorem 1.6 (c)

The main novel contribution of this paper is the construction of a recovery sequence, which
allows to prove Theorem 1.6 (c). In this section we provide this construction. As in [MS13;
Dav14] we construct the recovery sequence for the plastic strain and the deformation indepen-
dently and then show convergence of the dissipation, the hardening energy and the elastic energy
individually. First, we treat the plastic terms. The following proposition is due to [MS13]. We
use a slight variation of the statement in order to circumvent the necessity to assume that
ẑ − z is smooth. One can easily check that all the arguments used in [MS13] still hold with the
adjustment. We leave the details to the reader and state the result without proof:

Proposition 4.9 (cf. [MS13, Lem. 3.6]). Let z, ẑ ∈ L2(Ω,R3×3) with z̃ ∶= ẑ−z ∈ L2(Ω,R3×3
dev) and

(zh) ⊂ L2(Ω,R3×3) such that zh ⇀ z in L2(Ω,R3×3) and

lim sup
h→0

Eh
pl(zh) < ∞. (4.14)

Choose a sequence (z̃h) ⊂ C∞c (Ω,R3×3
dev) with z̃h → z̃ in L2(Ω,R3×3) and limh→0 h

1/2∥z̃h∥L∞(Ω) = 0.
Let Uh ∶= {x ∈ Ω ∣ exp(hz̃h(x))(I + hzh(x)) ∈Kpl} and define

ẑh ∶= h−11Uh( exp(hz̃h)(I + hzh) − I) + 1Ω\Uhzh. (4.15)

Then, ẑh ⇀ ẑ and ẑh − zh → z̃ in L2(Ω,R3×3) and

lim sup
h→0

Dh(zh, ẑh) ≤ D0(z, ẑ), (4.16a)

lim sup
h→0

(Eh
pl(ẑh) − Eh

pl(zh)) ≤ E0
pl(ẑ) − E0

pl(z). (4.16b)

We turn to the construction of the recovery sequence for the deformation, that is, the construc-
tion of a sequence (ŷh), such that

lim sup
h→0

(Eh
el(ŷh, ẑh) − Eh

el(yh, zh)) ≤ E0
el(v̂, R̂, ẑ) − E0

el(v,R, z), (4.17)
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for (yh, zh), (v,R, z) and (v̂, R̂, ẑ) as in Theorem 1.6 (c) and (ẑh) as constructed above. We
establish (4.17) by showing separately,

lim sup
h→0

h−2
ˆ

Ω
Wel(∇hŷ

h(I + hẑh)−1) −Wel(∇hy
h(I + hzh)−1) ≤ E0

el(v̂, R̂, ẑ) − E0
el(v,R, z),

(4.18a)

lim sup
h→0

h−pαC

ˆ
Ω
HC

el (∇
√
Cŷh) −HC

el (∇
√
Cyh) ≤ 0, (4.18b)

lim sup
h→0

hpαR

ˆ
Ω
HR

el (∇Rŷh) −HR
el (∇Ryh) ≤ 0. (4.18c)

The following lemma is used to construct the rotational part of the deformation.

Lemma 4.10. Let κ ∶ (0,∞) → [0,∞) with limh→0 κ(h) = 0, R ∈ H1
SO(3)(ω,R3×3) and (Rh) ⊂

H1
SO(3)(ω,R3×3) with Rh ⇀ R in H1(ω,R3×3). Then, given another R̂ ∈ H1

SO(3)(ω,R3×3), we find
a sequence R̂h ⊂ H1

SO(3)(ω,R3×3), such that

R̂h ⇀ R̂ in H1(ω,R3×3), (4.19a)
KR̂h −KRh →KR̂ −KR in L2(ω,R3×3), (4.19b)

lim
h→0

κ(h) (∥KR̂h −KRh∥L∞(ω) + ∥KR̃h∥L∞(ω) + ∥∂1KR̃h∥L∞(ω)) = 0, (4.19c)

where R̃h ∶= R̂h(Rh)T . Moreover, if Rh(0) = R(0) = R̂(0) = Rbc ∈ SO(3), then also R̂h(0) = Rbc.

Proof. Let R̃ ∶= R̂RT . By an approximation argument, we may choose (K̃h) ⊂ C∞(ω,R3×3
skew)

satisfying
K̃h →KR̃ in L2(Ω,R3×3), lim

h→0
κ(h)∥K̃h∥L∞(ω) = 0.

Then, by solving a linear ODE, we find R̃h ∈ C∞(ω,R3×3) ∩C(ω,SO(3)), such that K̃h = KR̃h

and R̃h(0) = R̃(0), see [Neu12, Lem. 2.3] for details. Moreover, since R̃ is given uniquely by
KR̃ and R̃(0), we get R̃h → R̃ in H1(ω,R3×3). Set R̂h ∶= R̃hRh. Then, one easily computes the
identities

KR̂h −KRh = (Rh)TKR̃hR
h, KR̂ −KR = RTKR̃R.

From these, the claim is easily checked.

The following proposition establishes a general construction of a deformation via a corrected
standard Cosserat ansatz. The recovery sequence shall be of this form.

Proposition 4.11. Consider (yh, zh) ⊂ Qh with bounded energy in the sense of (1.18) and let
(v,R, z) ∈ Q0. Let (vh,Rh) ∈ Arod and ϕh ∈W1,∞(Ω,R3×3) be as in Proposition 4.4 and assume
that (vh,Rh, ϕh) converges to (v,R,ϕ,ψ) in the sense of (4.8). Let (v̂, R̂) ∈ Abc, â ∈ L2(ω) and
φ̂ ∈ L2(ω,H1(S,R3)). Then, there exist sequences as follows:

(a) (âh) ⊂ C∞c (ω), such that

âh → â in L2(ω) and lim
h→0
(h1−αC−αR + h2 1−αC

p ) ∥âh∥W1,∞(ω) = 0.

(b) (ϕ̂h) ⊂ C∞c (Ω,R3) with ϕ̂h(0, x̄) = 0 for a.e. x̄ ∈ S, such that

ϕ̂h → 0 in H1(Ω,R3), ∇hϕ̂
h → (0 ∣ R̂∇̄φ̂ − R̂RT ∇̄ψ) in L2(Ω,R3×3) and

lim
h→0

h1−αC−αR (∥∇hϕ̂
h∥L∞(Ω) + ∥∇∇hϕ̂

h∥L∞(Ω)) = 0
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(c) (ϕh
∗) ⊂ C∞(ω,R3) with ϕh

∗(0) = 0, such that

ϕh
∗ → ϕ in H1(ω,R3) and lim

h→0
h1−αC−αR∥ϕh

∗∥W2,∞(ω) = 0,

(d) (R̂h) ⊂ H1
SO(3)(ω,R3×3) as in Lemma 4.10 with

κ(h) ∶= ∥ϕh − ϕh
∗∥L2(Ω) + h

1−αC−αR (1 + ∥ϕh
∗∥L∞(ω) + ∥ϕ

h∥L∞(ω)) + h
2 1−αC

p + hαR .

Moreover, we introduce v̂h(x1) ∶= v̂(0) +
´ x1

0 R̂h(s)e1 ds, x1 ∈ ω, R̃h ∶= R̂h(Rh)T and R̃ ∶= R̂RT .
Define the deformation,

ŷh(x) ∶= v̂h(x1) + hR̂h(x1)x̄(x)

+ h(R̃h(x1)(ϕh(x) − ϕh
∗(x1)) + ϕ̂h(x) +

ˆ x1

0
âh(s)R̂h(s)e1 ds) . (4.20)

Then, (ŷh) ⊂W2,p(Ω,R3) satisfies ŷh → v̂ in H1(Ω,R3) and ∇hŷ
h → R̂ in L2(Ω,R3×3). Recall

Gh,G ∈ L2(Ω,R3×3) from Proposition 4.6 and consider Ĝh ∶= h−1((R̂h)T∇hŷ
h − I). Then,

Ĝh ⇀ Ĝ ∶= (KR̂x̄ + âe1 ∣ ∇̄φ̂) in L2(Ω,R3×3), (4.21a)
Ĝh −Gh → Ĝ −G in L2(Ω,R3×3), (4.21b)

Furthermore, ∆h and ∆̂h defined by

∇hŷ
h = R̃h(∇hy

h + h∆h), ∇hŷ
h = R̃h(I + h∆̂h)∇hy

h, (4.22)

satisfy ∆h → R(Ĝ −G) and ∆̂h → R(Ĝ −G)RT in L2(Ω,R3×3), and

lim
h→0

h1−αC−αR∥∆h∥L∞(Ω) + h
1−αC∥∇∆h∥Lp(Ω) = 0, (4.23a)

lim
h→0

h1−αC−αR∥∆̂h∥
L∞(Ω)

= 0. (4.23b)

Proof. Recall αq, q ∈ [1,∞] from Proposition 4.4 and Remark 4.5. Then, the proposed sequences
exist by standard approximation arguments and the estimates obtained in Proposition 4.4. Note
that if R̂(φ̂−RTψ) is smooth, we can choose φ̂h ∶= hR̂(φ̂−RTψ)−

ffl
S hR̂(φ̂−R

Tψ). An elementary
calculation using R̂h = R̃hRh shows

Ĝh = (KR̂h x̄ − (Rh)T∂1ϕ
h
∗ + (Rh)TKR̃h(ϕh − ϕh

∗) + âhe1 ∣ 0) + (R̂h)T∇hϕ̂
h + (Rh)T∇hϕ

h.

Note that by construction ∥KR̃h(ϕh − ϕh
∗)∥L2(Ω) ≤ κ(h)∥KR̃h∥L∞(ω) → 0. Thus, we obtain from

Lemma 4.10,

Ĝh −Gh = ((KR̂h −KRh)x̄ − (Rh)T∂1ϕ
h
∗ + (Rh)TKR̃h(ϕh − ϕh

∗) + âhe1 ∣ 0) + (R̂h)T∇hϕ̂
h

→ (KR̂ −KR)x̄ −RT∂1ϕ + âe1 ∣ ∇̄φ̂ −RT ∇̄ψ) = Ĝ −G,

strongly in L2(Ω,R3×3). From this, we immediately obtain Ĝh ⇀ Ĝ in L2(Ω,R3×3) by Propo-
sition 4.6, as well as ŷh → v̂ in H1(Ω,R3) and ∇hy

h → R̂ in L2(Ω,R3×3). Furthermore, we
have

∆h = Rh(Ĝh −Gh), ∆̂h =∆h(∇hy
h)−1.
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Since by Proposition 4.4, ∥dist(∇hy
h,SO(3))∥L∞(Ω) → 0, it follows that (∇hy

h)−1 is bounded in
L∞(Ω,R3×3) and converging in L2(Ω,R3×3) to RT . Hence, ∆h → R(Ĝ −G) and ∆̂h → R(Ĝ −
G)RT in L2(Ω,R3×3). Moreover, let ρ ∶= 1−αC−αR. Then, in view of KR̂h−KRh = (Rh)TKR̃hRh

the representation of Ĝh −Gh above yields,

∆h = (KR̃hR
hx̄ − ∂1ϕ

h
∗ +KR̃h(ϕh − ϕh

∗) +Rhâhe1 ∣ 0) + (R̃h)T∇hϕ̂
h.

Hence, we obtain the estimate,

hρ∣∆h∣ + hρ∣∆̂h∣ ≤ c (κ(h)∣KR̃h ∣ + hρ∣∂1ϕ
h
∗∣ + hρ∣âh∣ + hρ∣∇hϕ̂

h∣, ) ,

and the right-hand side converges to 0 in L∞(Ω) by construction of the sequences. Finally, we
calculate

∂i∆h =

⎛
⎜⎜⎜⎜⎜⎜
⎝

(∂iKR̃h)Rhx̄ +KR̃h(∂iR
h)x̄ +KR̃hR

h(∂ix̄)
− ∂i1ϕ

h
∗

+ (∂iKR̃h)(ϕh − ϕh
∗) +KR̃h(∂iϕ

h − ∂iϕ
h
∗)

+ (∂iR
h)âhe1 +Rh(∂iâ

h)e1

RRRRRRRRRRRRRRRRRRRRRRRR

0

⎞
⎟⎟⎟⎟⎟⎟
⎠

+ (∂iR̃
h)T∇hϕ̂

h + (R̃h)T (∂i∇hϕ̂
h).

Thanks to (4.19c) and using the definition of the sequences combined with Proposition 4.4, it
is not hard to check that h1−αC∥∇∆h∥Lp(Ω) → 0, . Especially, since ∇hŷ

h = R̃h(∇hy
h +h∆h), we

find ŷh ∈W2,p(Ω,R3).

With this construction, we are able to show (4.18). We start with the estimate for the elastic
energy.

Proposition 4.12. Consider the situation of Proposition 4.11 and let (ẑh) ⊂ L2(Ω,R3×3) be as
in Proposition 4.9. Then,

lim sup
h→0

(h−2
ˆ

Ω
Wel(∇hŷ

h(I + hẑh)−1) − h−2
ˆ

Ω
Wel(∇hy

h(I + hzh)−1))

≤
ˆ

Ω
Qel(Ĝ − ẑ) −

ˆ
Ω
Qel(G − z). (4.24)

Proof. Given sets Oh ⊂ Ω, which we define below, we separate the left-hand side into a “good”
part and a “bad” part

h−2
ˆ

Ω
Wel(∇hŷ

h(I + hẑh)−1) − h−2
ˆ

Ω
Wel(∇hy

h(I + hzh)−1) = gh + bh,

where

gh ∶ = h−2
ˆ

Oh

Wel(∇hŷ
h(I + hẑh)−1) − h−2

ˆ
Oh

Wel(∇hy
h(I + hzh)−1)

= h−2
ˆ

Oh

Wel((I + hĜh)(I + hẑh)−1) − h−2
ˆ

Oh

Wel((I + hGh)(I + hzh)−1)

bh ∶ = h−2
ˆ

Ω\Oh

Wel(∇hŷ
h(I + hẑh)−1) −Wel(∇hy

h(I + hzh)−1).
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Recall from Proposition 4.11 that ∥h∆̂h∥
L∞(Ω)

→ 0 and ∥∆̂h∥
L2(Ω)

is bounded. Set I + hAh ∶=
(I + hzh)(I + hẑh)−1. Recall (4.15) and note that

I + hAh =
⎧⎪⎪⎨⎪⎪⎩

exp(−hz̃h) on Uh,

I on Ω \Uh,

and thus also ∥hAh∥L∞(Ω) → 0 and ∥Ah∥L2(Ω) is bounded. We seek to apply the expansion (WE3)
to treat the “good” part gh and show that the “bad” part bh vanishes. Therefore, we define Oh

according to Lemma 4.7, such that ∣Ω \Oh∣ → 0, (∥hAh∥L∞(Ω) + ∥h∆̂h∥
L∞(Ω)

)h−2∣Ω \Oh∣ → 0
and

lim sup
h→0

gh = lim sup
h→0

(
ˆ

Oh

Qel(Ĝh − ẑh) −
ˆ

Oh

Qel(Gh − zh))

= lim sup
h→0

ˆ
Oh

(Ĝh −Gh + ẑh − zh) ∶ Cel(Ĝh +Gh − ẑh − zh).

Since Ĝh −Gh → Ĝ −G and ẑh − zh → ẑ − z strongly in L2(Ω,R3×3), the latter is a product of a
strongly and a weakly converging sequence. Thus, we can pass to the limit and obtain

lim sup
h→0

gh =
ˆ

Ω
(Ĝ −G + ẑ − z) ∶ Cel(Ĝ +G − ẑ − z) =

ˆ
Ω
Qel(Ĝ − ẑ) −Qel(G − z).

Note that we use that 1Oh(Ĝh+Gh− ẑh−zh) ⇀ (Ĝ+G− ẑ−z), which is a consequence of (1Oh)
being bounded in L∞(Ω) and 1Oh → 1 in L2(Ω). To argue on the “bad” part, we utilize the
representation ∇hŷ

h = R̃h(I + h∆̂h)∇hy
h. Let F h

el ∶= ∇hy
h(I + hzh)−1. From (WE4) we obtain

lim sup
h→0

bh = lim sup
h→0

h−2 (
ˆ

Ω\Oh

Wel((I + h∆̂h)F h
el(I + hAh)) −Wel(F h

el))

≤ L lim sup
h→0

(
ˆ

Ω\Oh

h−2(W (F h
el) + 1)(∣h∆̂h∣ + ∣hAh∣))

≤ L lim sup
h→0

((Eh
el(yh, zh) + h−2∣Ω \Oh∣)(∥h∆̂h∥L∞(Ω) + ∥hA

h∥L∞(Ω))) = 0,

which finishes the proof.

Next, we show that the strain gradient terms vanish in the limit along the recovery sequence.

Proposition 4.13. Consider the situation of Proposition 4.11 and let (ẑh) ⊂ L2(Ω,R3×3) as in
Proposition 4.9. Then, (4.18b) and (4.18c) hold.

Proof. Step 1 – Proof of (4.18b): From (HE3) and Hölder’s inequality, we infer

h−αCp

ˆ
Ω
HC

el (∇
√
Cŷh) −HC

el (∇
√
Cyh)

≤ c1

ˆ
Ω
(∣h−αC∇

√
Cŷh ∣

p−1
+ ∣h−αC∇

√
Cyh ∣

p−1
)h−αC ∣∇

√
Cŷh −∇

√
Cyh ∣

≤ c1 (∥h−αC∇
√
Cŷh∥

p−1

Lp(Ω)
+ ∥h−αC∇

√
Cyh∥

p−1

Lp(Ω)
)h−αC∥∇

√
Cŷh −∇

√
Cyh∥

Lp(Ω)
.
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By Proposition 4.4, we know lim suph→0∥h−αC∇
√
Cyh∥

p−1

Lp(Ω)
< ∞. Thus, to conclude the claim

it remains to show
lim
h→0

h−αC∥∇
√
Cŷh −∇

√
Cyh∥

Lp(Ω)
= 0.

From the representation ∇hŷ
h = R̃h(∇hy

h + h∆h), defined in Proposition 4.11, we infer,

Cŷh −Cyh = 2h sym ((∆h)T∇hy
h) + h2(∆h)T ∆h,

∂i(Cŷh −Cyh) = 2h sym ((∂i∆h)T∇hy
h + (∆h)T (∂i∇hy

h)) + 2h2 sym ((∂i∆h)T ∆h).

We claim that
lim sup

h→0
h−αC∥Cŷh − I∥L∞(Ω) < ∞.

Indeed, for Cŷh replaced by Cyh this follows from Proposition 4.4 and Lemma A.1 and then,
we may use the identity for Cŷh − Cyh together with (4.23) to establish the claimed estimate.
Thus, we may apply Lemma A.1 and it suffices to establish

lim
h→0

h−αC∥∇Cŷh −∇Cyh∥
Lp(Ω)

= 0.

But, using the identity for ∂i(Cŷh − Cyh) above, this is a consequence of the estimates (4.23)
and the fact that lim suph→0 h

αR∥∇∇hy
h∥Lp(Ω) < ∞ by another application of Lemma A.1.

Step 2 – Proof of (4.18c): Analogously to the previous step, (HE3) and Hölder’s inequality
yield

hαRp

ˆ
Ω
HR

el (∇Rŷh) −HR
el (∇Ryh)

= hαRp

ˆ
Ω
HR

el ((R̂h)T∇Rŷh) −HR
el ((Rh)T∇Ryh)

≤ c1 (∥hαR∇Rŷh∥p−1
Lp(Ω) + ∥h

αR∇Ryh∥p−1
Lp(Ω))h

αR∥(R̂h)T∇Rŷh − (Rh)T∇Ryh∥Lp(Ω).

It remains to show
lim
h→0

hαR∥(R̂h)T∇Rŷh − (Rh)T∇Ryh∥Lp(Ω) = 0.

In view of Lemma A.1, it suffices to establish

lim
h→0

hαR∥(R̂h)T∇∇hŷ
h − (Rh)T∇∇hy

h∥Lp(Ω) = 0.

From the representation ∇hŷ
h = R̃h(∇hy

h + h∆h), we obtain

∂i∇hŷ
h = (∂iR̃

h)(∇hy
h + h∆h) + R̃h(∂i∇hy

h + h∂i∆h),
(R̂h)T∂i∇hŷ

h − (Rh)T∂i∇hy
h = (R̂h)T (∂iR̃

h)(∇hy
h + h∆h) + h(Rh)T∂i∆h.

Thus, the claim follows from the convergences

hαR∥∂1R̃
h∥Lp(Ω) → 0, h∥∇∆h∥Lp(Ω) → 0.

Remark 4.14. The critical point in the argument above is that the term h1−αC(∆h)T (∂i∇hy
h) in

the identity for ∂i(Cŷh−Cyh) vanishes. We conclude this by appealing to h1−αC−αR∥∆h∥L∞(Ω) → 0
which we in turn, as discussed in Remark 4.5, obtain from the assumption αR < 2

3(1 − αC).
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Now, Theorem 1.6 (c) is a straight-forward corollary of Propositions 4.9, 4.12 and 4.13. For the
readers convenience we carry out the arguments.

Proof of Theorem 1.6 (c). Let (yh, zh) ⊂ Qh satisfy (1.18) and (v,R, z) ∈ Q0 be such that
the convergences (1.19) hold. Consider (vh,Rh) ∈ Arod and ϕh ∈W1,∞(Ω,R3×3) as in Proposi-
tion 4.4. By Proposition 4.4, for any subsequence, we find a further subsequence (not relabeled),
such that the convergences (4.8) hold for some ϕ ∈ H1(ω,R3) and ψ ∈ L2(ω,H1(S,R3)). We
construct the recovery sequence for this subsequence. Let (v̂, R̂, ẑ) ∈ L2(Ω,R3×3). By (3.3) we
find â ∈ L2(ω) and φ̂ ∈ L2(ω,H1(S,R3)), such that

ˆ
Ω
Qel((KR̂x̄ + âe1 ∣ ∇̄φ̂) − ẑ) = E0

el(v̂, R̂, ẑ).

Define (ŷh, ẑh) as in Propositions 4.9 and 4.11. Note that without loss of generality we may
assume that ẑ − z ∈ L2(Ω,R3×3

dev), since otherwise D0(z, ẑ) = ∞. Then, Propositions 4.9, 4.12
and 4.13 yield

lim sup
h→0

(Eh
el+pl(ŷh, ẑh) + Dh(zh, ẑh) − Eh

el+pl(yh, zh))

≤
ˆ

Ω
Qel(Ĝ − ẑ) + E0

pl(ẑ) + D0(z, ẑ) −
ˆ

Ω
Qel(G − z) − E0

pl(z)

= E0
el+pl(v̂, R̂, ẑ) + D0(z, ẑ) −

ˆ
Ω
Qel((KRx̄ + ae1 ∣ ∇̄φ) − z) − E0

pl(z),

where G and Ĝ as in Proposition 4.11. This shows (1.21), since by (3.3)
ˆ

Ω
Qel((KRx̄ + ae1 ∣ ∇̄φ) − z) ≥ E0

el(v,R, z).

4.4 Convergence of solutions; Proof of Theorems 1.3 and 1.5

With Theorem 1.6 at hand, Theorems 1.3 and 1.5 can be shown following the general strategy of
[MS13; Dav14] which themselves depend on the general theory introduced in [MRS08]. We also
use ideas of [MR15, Thm. 2.1.6] in the proof. To unify the statement about the convergences
of solutions and time-discretized (approximate) solutions, we introduce the following notion of
approximate solutions.

Definition 4.15 (Approximate solutions). Consider a sequence of ERIS given by Mh ∶=
(Q,Eh,Dh), where Q = Y × Z is a set, Eh ∶ [0, T ] × Q → (−∞,∞] and Dh ∶ Z × Z → [0,∞]. We
call trajectories qh = (yh, zh) ∶ [0, T ] → Q a sequence of approximate solutions, if we find a map
κ ∶ [0,∞) → [0,∞) with limh→0 κ(h) = 0, such that

(a) (Approximate stability). For all h > 0 and t ∈ [0, T ], Eh(t, qh(t)) < ∞ and we find a sequence
(th) ⊂ [0, T ] with th → t, such that for all q̂ = (ŷ, ẑ) ∈ Q, we have

Eh(th, q̂) + Dh(zh(t), ẑ) − Eh(th, qh(t)) ≥ −κ(h). (4.25)

(b) (Approximate energy balance). [0, T ] ∋ t↦ ∂tEh(t, qh(t)) is well-defined and integrable and
for any t ∈ [0, T ],

Eh(t, qh(t)) +DissMh(zh; [0, t]) ≤ Eh(0, qh(0)) +
ˆ t

0
∂sEh(s, qh(s))ds + κ(h). (4.26)
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Remark 4.16. Obviously any sequence of energetic solutions is a sequence of approximate
solutions. Moreover, it is not hard to show that (approximate) solutions to the time-discretized
problem, see Theorem 1.5, are also approximate solutions, cf. [MRS08, Thm. 3.4] and [Dav14,
Thm. 6.2], if the initial data qh

0 = (yh
0 , z

h
0 ) ∈ Qh

(vbc,Rbc)
is approximately stable, i.e. satisfies

Eh(0, q̂) + Dh(zh
0 , ẑ) − Eh(0, qh

0 ) ≥ −κ(h) for all q̂ = (ŷ, ẑ) ∈ Qh
(vbc,Rbc)

. (4.27)

Especially, since (approximate) solutions to the time-discretized problem always exist, provided
(4.27), the set of sequences of approximate solutions is not empty.

We unify and refine the statements of Theorems 1.3 and 1.5 in the following proposition.

Proposition 4.17. Consider Assumptions 2.1 and 2.6. Let (vbc,Rbc) ∈ R3 × SO(3) and qh
0 =

(yh
0 , z

h
0 ) ∈ Qh

(vbc,Rbc)
, q0

0 = (v0
0,R

0
0, z

0
0) ∈ Q0

(vbc,Rbc)
satisfying (4.27), as well as

zh
0 ⇀ z0

0 in L2(Ω,R3×3), (4.28a)
yh

0 → v0 in H1(Ω,R3), (4.28b)
∇hy

h
0 → R0

0 in L2(Ω,R3×3), (4.28c)
Eh(0, qh

0 ) → E0(0, q0
0) < ∞. (4.28d)

Let qh = (yh, zh) be a sequence of approximate solutions to the ERIS Mh = (Qh
(vbc,Rbc)

,Eh,Dh)
with qh(0) = qh

0 . There exists an energetic solution q = (v,R, z) to M0 = (Q0
(vbc,Rbc)

,E0,D0)
with q(0) = q0

0, such that up to a subsequence (independent of t, not relabeled),

zh(t) ⇀ z(t) in L2(Ω,R3×3) for all t ∈ [0, T ], (4.29a)
Eh(t, qh(t)) → E0(t, q(t)) for all t ∈ [0, T ], (4.29b)

∂tEh(t, qh(t)) → ∂tE0(t, q(t)) for a.e. t ∈ [0, T ] and in L1([0, T ]), (4.29c)
DissMh(zh; [0, t]) → DissM0(z; [0, t]) for all t ∈ [0, T ]. (4.29d)

Moreover for any t ∈ [0, T ], up to a further, t-dependent subsequence (not relabeled),

yh(t) → v(t) in L2(Ω,R3), (4.30a)
∇hy

h(t) → R(t) in L2(Ω,R3×3). (4.30b)

Proof. Step 1 – Energy bound: We denote by ⟨ ⋅ , ⋅⟩Q the euclidean scalar product in
L2(Ω,R3). From the compactness Theorem 1.6 (a) and (4.26), we obtain

∥yh(t)∥2H1(Ω) + ∥∇hy
h(t)∥2L2(Ω) + ∥z

h(t)∥2L2(Ω) + E
h
el+pl(yh(t), zh(t)) +DissMh(zh; [0, t])

(1.17)
≤ c1 (1 + Eh

el+pl(yh(t), zh(t)) +DissMh(zh; [0, t]))

= c1 (1 + Eh(t, yh(t), zh(t)) +DissMh(zh; [0, t]) + ⟨l(t) , yh(t)⟩
Q
)

(4.26)
≤ c1 (1 + κ(h) + Eh(0, qh

0 ) −
ˆ t

0
⟨∂sl(s) , yh(s)⟩

Q
ds + ⟨l(t) , yh(t)⟩

Q
)

≤ c2 (1 +
ˆ t

0
∥yh(s)∥H1(Ω) ds + ∥yh(t)∥H1(Ω)) .

By absorbing the latter term into the left-hand side and using Gronwall’s lemma, we obtain for
some constant c3 > 0 independent of h and t,

∥yh(t)∥2H1(Ω) + ∥∇hy
h(t)∥2L2(Ω) + ∥z

h(t)∥2L2(Ω) + E
h
el+pl(yh(t), zh(t)) +DissMh(zh; [0, t]) ≤ c3. (∗)
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Step 2 – Compactness: Using (∗) and l ∈ W1,1([0, T ],H1(Ω,R3)), we observe that the
sequence (∂tEh( ⋅ , qh( ⋅)))h is bounded in L1([0, T ]). Thus, using (∗) once more to apply a gen-
eralized version of Helly’s selection principle, cf. [MRS08, Thm. A.1], we obtain a subsequence
(independent of t, not relabeled), such that for all t ∈ [0, T ]

zh(t) ⇀ z(t) in L2(Ω,R3×3), DissMh(zh; [0, t]) →∶ δ0(t),
P h ∶= ⟨∂tl( ⋅) , yh( ⋅)⟩Ω ⇀∶ P

∗ in L1([0, T ]),

and δ0 ∶ [0, T ] → R satisfies

DissM0(z; [s, t]) ≤ δ0(t) − δ0(s) for all 0 ≤ s < t ≤ T.

Let us fix t ∈ [0, T ]. We define E−(t) ∶= lim infh→0 Eh(t, qh(t)), E+(t) ∶= lim suph→0 Eh(t, qh(t))
and P 0(t) ∶= lim infh→0 P

h(t). Note that by Fatou, we have

P ∗(s) ≥ P 0(s) for a.e. s ∈ [0, T ]. (4.31)

We restrict to a further t-dependent subsequence, indicated by h′t, such that P h′t(t) → P 0(t).
Let us anticipate that in Step 5 we shall show that the whole (sub-)sequence (⟨∂sl(s) , yh(s)⟩Ω)h
is convergent for a.e. s ∈ [0, T ]. Thus, the restriction to this subsequence is not necessary, which
is important as discussed in Remark 4.18 below. In view of the compactness Theorem 1.6 (a),
we find (v(t),R(t)) ∈ Arod and a further t-dependent subsequence (not relabeled), such that

yh′t(t) → v(t) in L2(Ω,R3), ∇h′t
yh′t(t) → R(t) in L2(Ω,R3×3), (4.32)

and q(t) = (v(t),R(t), z(t)) ∈ Q0
(vbc,Rbc)

. We observe q(0) = q0
0 and P 0(s) = ⟨∂sl(s) , v(s)⟩Ω =

⟨∂sl
eff(s) , v(s)⟩

ω
.

Step 3 – Stability: We show that the limit q = (v,R, z) is stable, i.e. satisfies q(t) ∈ SM0(t)
for any t ∈ [0, T ]. We prove this with the help of the mutual recovery sequence Theorem 1.6 (c).
Indeed, fix t ∈ [0, T ] and let (v̂, R̂, ẑ) ∈ Q0

(vbc,Rbc)
. By Theorem 1.6 (c), there exists a subsequence

(hj) of (h′t), such that (4.32) holds and for which we can construct a mutual recovery sequence
q̂hj = (ŷhj , ẑhj) associated to q(t), q̂ and qhj(t). We denote by (th) ⊂ [0, T ] a sequence with
th → t satisfying (4.25). Note that from the convergences yhj(t) → v and ŷhj → v̂ in H1(Ω,R3),
we may infer

⟨l(thj) , yhj(t)⟩Ω → ⟨l(t) , v(t)⟩Ω = ⟨l
eff(t) , v(t)⟩

ω
, ⟨l(thj) , ŷhj ⟩Ω → ⟨l

eff(t) , v̂(t)⟩
ω
.

Thus, we obtain

E0(t, q̂) + D0(z(t), ẑ) − E0(t, q(t))
(1.21)
≥ lim sup

j→0
(Ehj(thj , q̂hj) + Dhj(zhj(t), ẑhj) − Ehj(thj , qhj(t)))

(4.25)
≥ lim sup

j→0
(−κ(hj)) = 0.

We claim that the stability implies E0(t, q(t)) ≤ E−(t). Indeed, by appealing to a different
subsequence of (h), indicated by h#

t , we find (v∗,R∗) with (v∗,R∗, z(t)) ∈ Q0
(vbc,Rbc)

satisfying

yh#
t (t) → v∗ in L2(Ω,R3), ∇

h#
t
yh#

t (t) → R∗ in L2(Ω,R3×3), and Eh#
t (t, qh#

t (t)) → E−(t).

The stability of q(t) especially implies that (v(t),R(t)) minimizes (v∗,R∗) ↦ E0(t, v∗,R∗, z(t)).
Thus, the lower bound statement (1.20) shows

E0(t, q(t)) ≤ E0(t, v∗,R∗, z(t)) ≤ lim inf
h#

t →0
Eh(t, qh#

t (t)) = E−(t). (4.33)
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Step 4 – Energy balance: From P 0(t) = lim infh→0 P
h(t) we infer that P 0 is measurable

and combined with ∣P h(t)∣ ≤ c4∥∂1l(t)∥L2(Ω), we deduce P 0 ∈ L1([0, T ]). It remains to show
that q satisfies the energy balance (1.9). We split this statement by showing the lower and
upper bound separately, starting with the lower bound. Indeed,

E0(t, q(t)) +DissM0(z; [0, t]) ≤ E−(t) + δ0(t) ≤ E+(t) + δ0(t)
= lim sup

h→0
(Eh(t, qh(t)) +DissMh(zh; [0, t]))

(4.26)
≤ lim

h→0
(Eh(0, qh

0 ) −
ˆ t

0
⟨∂sl(s) , yh(s)⟩ds + κ(h))

Step 2= E0(0, q0
0) −

ˆ t

0
P ∗(s)ds ≤ E0(0, q0

0) −
ˆ t

0
⟨∂sl

eff(s) , v(s)⟩
ω

ds.

The upper bound is a direct consequence of the stability established in Step 3. We refer to
[MRS08, Prop. 2.4] and [MR15, Prop. 2.1.23] (see also the comments in the proof of [MR15,
Thm. 2.4.10]) for a detailed proof.
Step 5 – Improved convergence: We show the remaining convergences in (4.29). From
Step 4, we infer

E0(0, q0
0) −

ˆ t

0
⟨∂sl

eff(s) , v(s)⟩
ω

ds = E0(t, q(t)) +DissM0(z; [0, t]) ≤ E−(t) + δ0(t)

≤ E+(t) + δ0(t) ≤ E0(0, q0
0) −

ˆ t

0
P ∗(s)ds ≤ E0(0, q0

0) −
ˆ t

0
⟨∂sl

eff(s) , v(s)⟩
ω

ds.

Thus, the inequalities are in fact equalities. Recall that for all t ∈ [0, T ] and a.e. s ∈ [0, T ],
E0(t, q(t)) ≤ E−(t) ≤ E+(t), DissM0(z; [0, t]) ≤ δ0(t) and P ∗(s) ≥ ⟨∂sl

eff(s) , v(s)⟩
ω
. Thus, we

obtain,

E0(t, q(t)) = E−(t) = E+(t), DissM0(z; [0, t]) = δ0(t) and ⟨∂sl
eff(s) , v(s)⟩

ω
= P ∗(s).

The last equation shows that the weak limit of (⟨∂tl( ⋅) , yh( ⋅)⟩Ω)h coincides with the point-
wise lim inf. By Lemma A.2 we conclude a.e. convergence of ∂tEh( ⋅ , qh( ⋅)) = −⟨∂tl( ⋅) , yh( ⋅)⟩Ω.
Moreover, since ∂tEh( ⋅ , qh( ⋅)) admits a dominating map in L1([0, T ]), we also obtain strong
convergence in L1([0, T ]) and conclude (4.29).

Remark 4.18.

(i) Since, provided (4.27), approximate solutions always exist, one consequence of Proposi-
tion 4.17 is the existence of solutions to the limiting ERIS.

(ii) If there exists a unique solution (v,R, z) to the limiting ERIS, then the convergence state-
ments (4.29) and (4.30) hold for the entire sequence, since for any subsequence there exists
a further subsequence such that (4.29) and (4.30) hold and the limits are independent of
the chosen subsequence.

(iii) That (4.30) holds up to subsequence is especially due to the fact that a posteriori it is
not necessary to restrict to a subsequence, where lim infh→0 P

h(t) is attained as a limit as
discussed in Step 2 of the proof.

(iv) If solutions to the limiting ERIS are not necessarily unique but at least for a given
z ∈ L2(Ω,R3×3), there exists at most one stable state (v,R, z) for the limiting model,
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then (4.30) holds without extracting a further t-dependent subsequence, since the limit
(v(t),R(t)) is uniquely defined from z(t). A sufficient condition for uniqueness of sta-
ble states is that (v,R) ↦ E0(t, v,R, z) admits a unique minimizer for any t ∈ [0, T ] and
z ∈ L2(Ω,R3×3), cf. [MR15, Thm. 2.4.13].

5 Discussion of the rod model
The limiting ERIS (Q0

(vbc,Rbc)
,E0,D0) is non-convex. In particular, the energy functional E0

and the state space Q0
(vbc,Rbc)

are non-convex. The existence of an energetic solutions follows
from our convergence result Theorem 1.5 but it can also be deduced directly from the standard
construction via time-incremental problems. In view of the non-convexity, we cannot expect
uniqueness and a priori temporal regularity of the non-dissipative component (v,R) fails, as
solutions may jump arbitrarily between different stable configurations and may thus even not
be measurable. As a consequence the passage to a t-dependent subsequence for convergence of
the non-dissipative component yh cannot be avoided in general.

In this section we discuss an example where a unique solution to the limiting problem is expected.
As discussed in Remark 4.18, in this case we observe convergence of the whole sequence of
(approximate) solutions to the 3D problem. Furthermore, in this example we obtain temporal
regularity of the solution. For the example we consider a highly symmetric situation, where
neither the rod’s cross-section nor the elastic and plastic material law prefers a bending direction.
In particular, we assume that the rod’s cross-section is circular,

Ω = ω × S, ω = (0,1), S = Bπ−1/2(0), (5.1)

and that the elastic material law is isotropic with vanishing Poisson ratio,

Qel(G) ∶= µ∣symG∣2, (5.2)

for some µ > 0. Moreover, for some ρ, δ > 0, we assume that the linearized plastic material law
satisfies

Qpl(G) ∶= ρ∣G∣2, R̃pl(Ḟ ) ∶= δ∣Ḟ ∣. (5.3)

We consider the situation of a one-sided horizontally clamped rod, i.e., boundary and initial
conditions

v(t,0) = vbc = 0, R(t,0) = Rbc = I for all t ∈ [0, T ], (5.4)
v(0, x1) = x1, R(0, x1) = I for all x1 ∈ ω, (5.5)

and assume that the rod is initially not plastically strained, i.e.,

z(0, x) = 0 for a.e. x ∈ Ω.

The loading term is given by a force in direction −e2 as

leff(t, x1) ∶= −β(t)f(x1)e2, (5.6)

where β ∈ C∞(R+) is increasing with β(0) = 0 and f ∈ C∞(ω) with f > 0 in ω.

Because of the symmetry of the situation, it is natural to expect that the rod remains in the
(x1, x2)-plane, i.e.,

v ⋅ e3 = 0 a.e. in [0, T ] × ω. (5.7)
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In the following we shall assume (5.7) to simplify the upcoming discussion. We note that a rod
configuration (v,R) ∈ Arod satisfying (5.7) and the boundary condition (5.4) admits a unique
representation

v(x1) =
⎛
⎜
⎝

´ x1
0 cosα(s)ds´ x1
0 sinα(s)ds

0

⎞
⎟
⎠
, R(x1) =

⎛
⎜
⎝

cosα(x1) − sinα(x1) 0
sinα(x1) cosα(x1) 0

0 0 1

⎞
⎟
⎠
, (5.8)

for a unique angle α ∈ H1(ω) with α(0) = 0. As we shall explain below, this allows us to
equivalently express the ERIS in terms of a state variable q consisting of the angle α and the
plastic strain z.

We shall prove the following observations:

(a) (Existence of an elastic regime). Consider an energetic solution q with plastic component
z. Denote by t∗ ≥ 0 the first point in time when plastic deformation occurs, that is,

t∗ ∶= sup{τ ≥ 0 ∣ z = 0 a.e. in [0, τ] ×Ω}. (5.9)

We show that t∗ only depends on (Q0
(vbc,Rbc)

,E0,D0) and satisfies 0 < t∗ < ∞, cf. Lemma 5.2.
In particular, t∗ is independent of the specific energetic solution in the definition of t∗.

(b) (Uniqueness in the elastic regime). In the elastic regime [0, t∗] the energetic solutions are
unique and the angle satisfies

α(t) ∈ [−π
2 ,0] for all t ∈ [0, t∗].

In fact, we show that α solves an ODE, see (5.22) below. See Lemma 5.1 for details.

(c) (Conditional uniqueness). Suppose q is a solution to the (Q0
(vbc,Rbc)

,E0,D0) with an angle
satisfying

α(t) ∈ [−π
2 ,0] for a.e. t ∈ [0, T ]. (5.10)

Then, q ∈ W 1,∞([0, T ],Q0) and any other energetic solution q̃ whose angle satisfies (5.10)
is equal to q.

As we shall argue below, it is natural to expect that energetic solutions for the specific setting
under consideration satisfy (5.10). However, we do not prove this property (except in the elastic
regime).

Equations for the angle. The argument for these claims is split into several lemmas. First,
we rewrite the limiting ERIS (Q0

(vbc,Rbc)
,E0,D0) as an ERIS (Q,E ,D) with state variable q =

(α, z). To this end we use (5.7) and various formulas for Qeff
el , Keff and zres that hold in the

specific setting under consideration and that have been obtained in [Bar+22]. We note that
for rod configurations (v,R) satisfying (5.7) the associated bending-torsion strain KR = RT∂1R
takes the form

KR = −α′
√

2K2, (5.11)

where α′ denotes the (weak) derivative of α with respect to x1. Based on this, we can write
the energy E0 in terms of α. The boundary conditions reduce to α(t,0) = 0 for all t ∈ [0, T ]
and the initial conditions to α(0, x1) = 0, z(0, x) = 0 for a.e. x ∈ Ω. Let us first calculate
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the effective quantities using Proposition 3.3 and [Bar+22, Lem. 2.11]. Since D0(z, ẑ) = ∞ if
ẑ − z ∉ L2(Ω,R3×3

dev), it suffices to consider z ∈ L2(Ω,R3×3
dev). We obtain

Qeff
el (K) =

µ

8π
3
∑
i=1
∣K ⋅Ki∣2, (5.12)

Keff(z) = [2π
ffl

Sx3z12 + x2z13 dx̄]
√

2K1 + [4π
ffl

Sx2z11 dx̄]
√

2K2

+[4π
ffl

Sx3z11 dx̄]
√

2K3,

(5.13)

zres = z − sym(−
ffl

Sz11e1 ∣ ∇̄φz) + [2π
ffl

Sx3z12 + x2z13 dx̄]
√

2Ψ1

+[4π
ffl

Sx2z11 dx̄]
√

2Ψ2 + [4π
ffl

Sx3z11 dx̄]
√

2Ψ3,

(5.14)

where K1, K2 and K3 are defined in (3.11),

Ψ1(x̄) ∶=
1√
2

sym(
0 0 0

x3 0 0
−x2 0 0

) , Ψ2(x̄) ∶=
x2√

2
( 1 0 0

0 0 0
0 0 0
) , Ψ3(x̄) ∶=

x3√
2
( 1 0 0

0 0 0
0 0 0
) , (5.15)

and defining z̃ ∈ L2(Ω,R3×3
sym) by z̃11 ∶= 0 and z̃ij ∶= zij else, φz(x1, ⋅) minimizes

H1(S,R3) ∋ φ↦
ˆ

S
∣sym(0 ∣ ∇̄φ) + z̃(x1, ⋅)∣2. (5.16)

Furthermore, we calculate the loading term using integrating by parts to get
ˆ 1

0
leff(t) ⋅ v = −β(t)

ˆ 1

0
F (x1) sinα(x1)dx1, (5.17)

where F (x1) ∶=
´ 1

x1
f . Note that F satisfies F > 0 on [0,1) and F (1) = 0. Using this, it is not

hard to see that any solution satisfies z12 = z13 = 0 and the ERIS reduces to

E(t, α, z) ∶= µ

4π

ˆ 1

0
∣α′ − [4π

ffl
Sx2z11 dx̄]∣2 dx1 +

µ

4π

ˆ 1

0
∣
ffl

Sx3z11 dx̄∣2 dx1

+ µ
ˆ

Ω
∣z11 +

ffl
Sz11 + [4π

ffl
S x̃2z11 dx̃]x2 + [4π

ffl
S x̃3z11 dx̃]x3∣

2 dx

+ µ
ˆ

Ω

3
∑
i=2
∣zii − ∂i(φz)i∣2 + 2∣z23 − 1

2(∂3(φz)2 + ∂2(φz)3)∣
2 dx

+ ρ
ˆ

Ω

3
∑
i=1
∣zii∣2 + 2∣z23∣2

+ β(t)
ˆ 1

0
F sinα,

(5.18)

D(z, ẑ) ∶= δ
ˆ

Ω

¿
ÁÁÀ 3
∑
i=1
∣ẑii − zii∣2 + 2∣ẑ23 − z23∣2, (5.19)

Q ∶= {α ∈ H1(ω) ∣ α(0) = 0} × {z ∈ L2(Ω,R3×3
dev) ∣ z12 = z13 = 0} =∶ Qα ×Qz. (5.20)

Uniqueness in the elastic regime. The ERIS (Q,E ,D) describes the evolution of a hori-
zontally clamped planar rod under an increasing downwards directed force (e.g. gravity). For
such a problem it is reasonable to assume that a solution q∗ = (α∗, z∗) satisfies α∗(t) ∈ [−π

2 ,0]
in ω as Fig. 1 suggests. Indeed, we show that this can be rigorously justified for the associated
elastic problem of minimizing Qα ∋ α ↦ E(t, α,0).
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Figure 1: The graphs depict the deformation v associated via (5.8) to the solution to
(5.22) subject to µ = 4π, β(t) = t and F (x1) = 1−x1 (that is f(x1) ≡ 1) for different
points in time. The solution is calculated via a straight-forward finite difference
scheme using the linearization cosα ≈ cosαap − (α − αap) sinαap, where we choose
the approximation αap as the solution from the previous time step.

Lemma 5.1. Consider the energy functional

E(t, α) ∶= µ

4π

ˆ 1

0
∣α′∣2 + β(t)

ˆ 1

0
F sinα, (5.21)

for α ∈ H1(ω) subject to α(0) = 0. There exists a unique minimizer αt of E(t, ⋅). It satisfies
αt ∈ C2(ω), αt ∈ [−π

2 ,0] in ω and is a classical solution to the ordinary differential equation

− µ
2πα

′′ + β(t)F cosα = 0, subject to α(0) = 0, α′(1) = 0. (5.22)

Proof. As long as β(t) = 0, we have the unique solution αt ≡ 0. Thus, we may assume that
β(t) > 0. Consider the map g ∶ R→ [−π

2 ,0] given by

g(α) ∶=
⎧⎪⎪⎨⎪⎪⎩

−π
2 if ∣α∣ ≥ π

2 ,

−∣α∣ else.

Using that F > 0 on [0,1), it is not hard to show that for any α ∈ H1(ω) with α(0) = 0, we have
E(t, g ○α) ≤ E(t, α) and E(t, g ○α) < E(t, α) if α(x1) ∉ [−π

2 ,0] for some x1 ∈ ω. Moreover, define
s̃in ∶ R→ R by

s̃in(α) ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−1 if α ≤ −π
2 ,

sin(α) if α ∈ [−π
2 ,0],

α else,
(5.23)

and consider the energy functional Ẽ defined as E with sin replaced by s̃in. We observe Ẽ(t, α) =
E(t, α) if α ∈ H1(ω) satisfies α ∈ [−π

2 ,0] in ω and Ẽ(t, g○α) < Ẽ(t, α) else. Since Ẽ(t, ⋅) is strictly
convex, it admits a unique minimizer αt. We conclude that αt is also the unique minimizer of
E(t, ⋅) and satisfies αt ∈ [−π

2 ,0] in ω. Moreover, we can characterize αt as the unique solution
to the Euler-Lagrange equation, which in its weak form reads

µ

2π

ˆ 1

0
α′φ′ + β(t)

ˆ 1

0
Fφ s̃in′α = 0, for all φ ∈ H1(ω) with φ(0) = 0. (5.24)

Testing the equation for fixed x1 ∈ (0,1] with φ(s) ∶=min{s, x1} and using integration by parts,
we obtain the integral equation

α(x1) = −
2πβ(t)
µ

ˆ x1

0

ˆ 1

s
F (σ)s̃in′(α(σ))dσds. (5.25)
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But by the fundamental theorem of calculus this integral equation is equivalent to the strong
form of the Euler-Lagrange equation which is given by (5.22) with cos replaced by s̃in′. But
this replacement of cos by s̃in′ can be reversed in view of αt ∈ [−π

2 ,0] in ω.

Conditional uniqueness. The ERIS (Q,E ,D) has a unique solution q∗ = (α∗, z∗) under the
additional assumption that it satisfies α∗(t) ∈ [−π

2 ,0] in ω. Indeed, this is due to the fact that
D is convex and in this case E is smooth and λ-convex for some λ > 0 in the convex domain

Q̃ ∶= {α ∈ Qα ∣ α ∈ [−π
2 ,0] in ω} ×Qz, (5.26)

in the sense that for all (α, z), (α̂, ẑ) ∈ Q̃ and θ ∈ [0,1],

E(t, θα + (1 − θ)α̂, θz + (1 − θ)ẑ)

≤ θE(t, α, z) + (1 − θ)E(t, α̂, ẑ) − λθ(1 − θ) (∥α − α̂∥2H1(ω) + ∥z − ẑ∥
2
L2(Ω)) .

(5.27)

The uniqueness is shown in [MR15, Sect. 3.4] (especially Corollary 3.4.6 and Section 3.4.4).
Moreover, the reference establishes temporal regularity in the sense that q∗ ∈W1,∞([0, T ],Q)
and satisfies for a.e. t ∈ [0, T ] the differential inclusion

−DzE(t, q∗(t)) ∈ ∂R(ż∗(t)), −Dα E(t, q∗(t)) = 0, (5.28)

where R(ż) ∶= δ
´

Ω∣ż∣ is the dissipation potential and ∂R denotes its convex subdifferential. The
same consequences hold for the convexified energy Ẽ where sinα is replaced by (5.23). For the
energetic solution q̃∗ to the convexified ERIS, we obtain through the temporal regularity, that
the angle stays in [−π

2 ,0] for a small time beyond the elastic regime, i.e. α̃∗(t) ∈ [−π
2 ,0] for a.e.

t ∈ [0, T ] for some T > t∗, provided the minimizer in the elastic regime satisfies αt∗ > −π
2 . It

is clear that in [0, T ] the associated differential inclusion for the convexified problem coincides
with (5.28). However, it is not clear whether q̃∗ is also an energetic solution to the original
problem.

Existence of an elastic regime. We conclude this section by showing that there is a period
of time where the solution stays elastic but it is not elastic for all points in time (provided
β(t) → ∞ as t → ∞). For this we estimate the point in time t∗ ≥ 0 given by (5.9). In view of
(5.28), we have

t∗ = sup{τ ≥ 0 ∣ s ∈ T for a.e. s ∈ [0, τ]},

with

T ∶= {t ≥ 0 ∣ −Dz E(t, αt,0) ∈ ∂R(0), where αt is the unique minimizer of E(t, ⋅ ,0)}.

Lemma 5.2. The point in time t∗ given by (5.9) satisfies

sup{t ≥ 0 ∣ β(t) ≤ δ
√

3
∥F ∥

∞

√
32π
} ≤ t∗ ≤ inf{t ≥ 0 ∣ β(t) ≥ 9µ

8(π−3)F ( 1
2 )

max{π2, 3πδ2

16µ2}}. (5.29)

Proof. Using the definition ∂R(0) = {ξ ∈ Q′z ∣ R(z) ≥ R(0) + ⟨ξ, z⟩ for all z ∈ Qz}, we calculate

−Dz E(t, αt,0) ∈ ∂R(0) ⇔
µ

2π

ˆ 1

0
α′t [4π

ffl
S x2z11 dx̄] dx1 ≥ −δ

ˆ
Ω
∣z∣ for all z ∈ Qz

⇔ ∣
ˆ 1

0
α′t [

ffl
S x2z11 dx̄] dx1∣ ≤

δ

2µ

ˆ
Ω
∣z∣ for all z ∈ Qz
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⇔ ∣
ˆ 1

0
α′t [

ffl
S x2z11 dx̄] dx1∣ ≤

δ
√

3
µ
√

8

ˆ
Ω
∣z11∣ for all z11 ∈ L2(Ω). (5.30)

Step 1 – Lower bound: In view of the definition of S, a sufficient condition for (5.30) is
∥α′t∥∞ ≤ δ

√
3π

µ
√

8 . Using (5.25) we obtain

∣α′t(t, x1)∣ =
2πβ(t)
µ

ˆ 1

x1

F (s) cosαt(s)ds ≤
2πβ(t)∥F ∥∞

µ
.

Hence, as long as 2πβ(t)∥F ∥
∞

µ ≤ δ
√

3π
µ
√

8 we find s ∈ T for a.e. s ∈ [0, t], which establishes the lower
bound for t∗.

Step 2 – Upper bound: Testing (5.30) with z11(x) ∶= 1[0,ε](x1)1[0,(2π)−1/2]2(x̄) for all ε > 0,
we get that necessarily

∣α′t(0)∣ = lim
ε→0

 ε

0
∣α′t∣ ≤ δ

√
3π

µ
√

16 . (5.31)

We provide a rough lower bound for ∣α′t(0)∣. Suppose ∣α′t(0)∣ ≤ c for some c ≥ π. Eq. (5.22)
shows that α′t is non-positive and increasing. Thus, we obtain

αt(x1) ≥max{−cx1,−π
2} =

⎧⎪⎪⎨⎪⎪⎩

−cx1 if x1 ≤ π
2c ,

−π
2 else

=∶ ᾱ(x1).

Consider α̃(x1) ∶= max{−3c
2 x1,−π

2}. Note that α̃ ≤ ᾱ ≤ αt and α̃ ≠ αt. We estimate the energy
E(t, αt,0) against E(t, α̃,0). Using the monotonicity of sin on [−π

2 ,0], we obtain

E(t, α̃,0) = µ

4π

ˆ 1

0
∣α̃′∣2 + β(t)

ˆ 1

0
F sin α̃

= 3cµ
16
+ β(t)

⎡⎢⎢⎢⎣

ˆ π
3c

0
F (x1) sin(−3c

2 x1)dx1 −
ˆ π

2c

π
3c

F −
ˆ 1

π
2c

F
⎤⎥⎥⎥⎦

≤ 3cµ
16
− β(t)

ˆ π
2c

π
3c

F (x1)(1 + sin(−cx1))dx1 + β(t)
ˆ 1

0
F sin ᾱ

≤ 3cµ
16
− β(t)

ˆ π
2c

π
3c

F (x1)(1 − sin(cx1))dx1 + E(t, αt,0).

Since α(t) is the unique minimizer of E(t, ⋅ ,0), we observe

3cµ
16
> β(t)

ˆ π
2c

π
3c

F (x1)(1 + sin(−cx1))dx1 ≥ β(t)F (1
2)
ˆ π

2c

π
3c

1 − sin(cx1)dx1 =
(π − 3)β(t)F (1

2)
6c

.

Here, the second inequality holds, since c ≥ π and F is decreasing. We conclude that

∣α′t(0)∣ >

¿
ÁÁÀ8(π − 3)β(t)F (1

2)
9µ

=∶ c∗(t), if c∗(t) ≥ π.

Combining this result with (5.31), we conclude that t ∉ T , if c∗(t) ≥ max{π, δ
√

3π
µ
√

16}, which
establishes the upper bound for t∗.
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A Appendix

A.1 Equivalence of strain gradient terms

We show that the strain gradient terms
´

ΩH
C
el (∇
√
Cy) and

´
ΩH

R
el (∇Ry) can be replaced by´

ΩH
C
el (∇Cy) and

´
ΩH

R
el (∇∇hy) respectively, without changing limit and procedure for the

proofs. This is due to the following lemma.

Lemma A.1. Let (F h), (F̂ h) ⊂W1,p(Ω,R3×3) with det(F h),det(F̂ h) > 0 a.e. in Ω. Consider
the polar decompositions F h = Rh

∗

√
Ch and F̂ h = R̂h

∗

√
Ĉh where Ch ∶= (F h)TF h and Ĉh ∶=

(F̂ h)T F̂ h.

(a) We have

lim sup
h→0

h−αC∥
√
Ch − I∥L∞(Ω) < ∞ ⇔ lim sup

h→0
h−αC∥Ch − I∥L∞(Ω) < ∞. (A.1)

(b) Suppose lim suph→0 h
−αC∥

√
Ch − I∥L∞(Ω) < ∞. Then,

lim sup
h→0

h−αC∥∇
√
Ch∥Lp(Ω) < ∞ ⇔ lim sup

h→0
h−αC∥∇Ch∥Lp(Ω) < ∞, (A.2a)

and if additionally one (and then both) of these statements hold, then,

lim sup
h→0

hαR∥∇Rh
∗∥Lp(Ω) < ∞ ⇔ lim sup

h→0
hαR∥∇F h∥Lp(Ω) < ∞. (A.2b)

(c) Suppose lim suph→0 h
−αC(∥

√
Ch − I∥L∞(Ω) + ∥

√
Ĉh − I∥L∞(Ω) + ∥∇

√
Ch∥Lp(Ω)) < ∞. Then,

lim
h→0

h−αC∥∇
√
Ĉh −∇

√
Ch∥Lp(Ω) = 0 ⇔ lim

h→0
h−αC∥∇Ĉh −∇Ch∥Lp(Ω) = 0, (A.3a)

and if additionally lim suph→0 h
αR∥∇Rh

∗∥Lp(Ω) < ∞ and one (and then both) of these state-
ments hold, then for arbitrary (Ah), (Âh) ⊂ L∞(Ω,R3×3) bounded,

lim
h→0

hαR∥Âh∇R̂h
∗ −Ah∇Rh

∗∥Lp(Ω) = 0 ⇔ lim
h→0

hαR∥Âh∇F̂ h −Ah∇F h∥Lp(Ω) = 0. (A.3b)

Proof. We sketch the proof by providing the essential identities that establish the statements.
For (a) we note

Ch − I = (
√
Ch − I)(

√
Ch + I),

√
Ch − I = 1

2(C
h − I) + o(∣Ch − I ∣).

Here, the second equation is due to a Taylor expansion of the map R3×3
sym ∋ C ↦

√
C at I.

Indeed, one may appeal to the implicit function theorem to show that this map is continuously
differentiable near I.
For (b) first note that for small enough h ≪ 1, Ch ∈ W1,p(Ω,R3×3), since F h is bounded in
L∞(Ω,R3×3) by the assumption lim suph→0 h

−αC∥
√
Ch − I∥L∞(Ω) < ∞. We utilize again the

implicit function theorem to show that also
√
Ch ∈W1,p(Ω,R3×3) and the following equations

hold:

∂iC
h = 2 sym (

√
Ch∂i

√
Ch), ∂i

√
Ch = ∂iC

h + 2 sym ((I −
√
Ch)∂i

√
Ch)), i = 1,2,3.
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From these equations one may prove the first part of (b) easily using standard estimation
techniques. Furthermore, the second part follows from the identity

∂iF
h = Rh

∗∂i

√
Ch + (∂iR

h
∗)
√
Ch.

Indeed, one may use that a Taylor expansion of the map Gl+(3) ∋ F ↦ F−1 at I shows that

lim sup
h→0

h−αC∥(
√
Ch)−1 − I∥

L∞(Ω)
< ∞.

Finally, for (c) one may argue as for (b) using the identities

∂i(Ĉh −Ch) = 2 sym (
√
Ĉh∂i(

√
Ĉh −

√
Ch) + (

√
Ĉh − I)∂i

√
Ch + (I −

√
Ch)∂i

√
Ch),

∂i(
√
Ĉh −

√
Ch) = 1

2∂i(Ĉh −Ch) + sym((I −
√
Ĉh)∂i(

√
Ĉh −

√
Ch) + (

√
Ch −

√
Ĉh)∂i

√
Ch) ,

Âh∂iF̂
h −Ah∂iF

h = (Âh∂iR̂
h
∗ −Ah∂iR

h
∗)
√
Ĉh +Ah(∂iR

h
∗)(
√
Ĉh −

√
Ch)

+ÂhR̂h
∗(∂i

√
Ĉh) −AhRh

∗(∂i

√
Ch).

These equations are consequences of the ones proposed in the argumentation for (b).

A.2 Weak and a.e. convergence in Lebesgue spaces

Lemma A.2 (cf. [FM06, Prop. A.2]). Let 1 ≤ p < ∞, U ⊂ Rd measurable, and (fk) ⊂ Lp(U),
f ∈ Lp(U), such that fk ⇀ f in Lp(U) and f(x) = lim supk→∞ fk(x) (or f(x) = lim infk→∞ fk(x),
respectively) for a.e. x ∈ U . Then, fk(x) → f(x) for a.e. x ∈ U .

Proof. Assume f(x) = lim supk→∞ fk(x) for a.e. x ∈ U . The claim for f(x) = lim infk→∞ fk(x)
can be obtained by considering −fk and −f . Consider f̃(x) ∶= lim infk→∞ fk(x). Using Fatou’s
lemma (with uniformly integrable sequence of minorants, cf. [MR15, Thm. B.3.5]), we obtain
f̃ ∈ L1(U). Using Fatou’s lemma again and fk ⇀ f , we calculate for any φ ∈ C∞c (U),ˆ

U
(f̃ − f)φ = lim

k→∞

ˆ
U
(f̃ − fk)φ ≥

ˆ
U

lim inf
k→∞

(f̃(x) − fk(x))φ(x)dx = 0.

Thus, f(x) ≤ f̃(x) for a.e. x ∈ U . Hence, using f(x) = lim supk→∞ fk(x), we conclude the claim
from,

lim sup
k→∞

fk(x) = f(x) ≤ f̃(x) = lim inf
k→∞

fk(x) ≤ lim sup
k→∞

fk(x).
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