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THE COMPLEXITY OF RESILIENCE PROBLEMS VIA VALUED

CONSTRAINT SATISFACTION PROBLEMS

MANUEL BODIRSKY, ŽANETA SEMANIŠINOVÁ, AND CARSTEN LUTZ

Abstract. Valued constraint satisfaction problems (VCSPs) are a large class of computational
optimisation problems. If the variables of a VCSP take values from a finite domain, then recent
results in constraint satisfaction imply that the problem is in P or NP-complete, depending on
the set of admitted cost functions. Here we study the larger class of cost functions over countably
infinite domains that have an oligomorphic automorphism group. We present a hardness condition
based on a generalisation of pp-constructability as known for (classical) CSPs. We also provide
a universal-algebraic polynomial-time tractability condition, based on the concept of fractional
polymorphisms.

We apply our general theory to study the computational complexity of resilience problems in
database theory (under bag semantics). We show how to construct, for every fixed conjunctive
query (and more generally for every union of conjunctive queries), a set of cost functions with an
oligomorphic automorphism group such that the resulting VCSP is polynomial-time equivalent to
the resilience problem; we only require that the query is connected and show that this assumption
can be made without loss of generality. For the case where the query is acylic, we obtain a
complexity dichotomy of the resilience problem, based on the dichotomy for finite-domain VCSPs.
To illustrate the utility of our methods, we exemplarily settle the complexity of a (non-acyclic)
conjunctive query whose computational complexity remained open in the literature by verifying
that it satisfies our tractability condition. We conjecture that for resilience problems, our hardness
and tractability conditions match, which would establish a complexity dichotomy for resilience
problems for (unions of) conjunctive queries.

1. Introduction

If A is a database and µ is a conjunctive query (or a union of conjunctive queries), then the
resilience of µ in A is the minimum number of tuples that need to be removed from A to achieve
that A does not satisfy µ. For some queries µ, the computational complexity of computing the
resilience of a given database is in P for some queries µ and NP-hard for others, but a complete
classification has so far been elusive [20, 21, 37]. A natural variation of this problem introduced
in [37] is that the input is a bag database, that is, it contains each tuple with a multiplicity k ∈ N.

We present a surprising link between the resilience problem for (unions of) conjunctive queries
under bag semantics and a large class of computational optimisation problems called valued con-
straint satisfaction problems (VCSPs). In a VCSP, we are given a finite set of variables, a finite
set of cost functions on those variables, and a threshold u, and the task is to find an assignment
to the variables so that the sum of the costs is at most u. The computational complexity of such
problems has been studied depending on the admitted cost functions, which we may view as a
valued structure. A complete classification has been obtained for valued structures with a finite
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domain, showing that the corresponding VCSPs are in P or NP-hard [11, 32, 34, 45, 46]. There are
also some results about VCSPs of valued structures with infinite domains [7, 44].

We show that the resilience problem for every connected conjunctive query (and in fact for every
union of connected conjunctive queries) can be formulated as a VCSP for a valued structure with an
oligomorphic automorphism group, i.e., a structure with a countable domain that, for every fixed k,
has only finitely many orbits of k-tuples under the action of the automorphism group. This property
is important for classical CSPs (which can be seen as VCSPs where all cost functions take values
in {0,∞}), since it enables to extend and use some tools from finite-domain CSPs (see, e.g., [5]).
The complexity classification for the general, not necessarily connected case can be reduced to the
connected case. This result also extends to the more general setting where some relations or tuples
are exogenous, meaning that they may not be removed from the database. If the conjunctive query
is acyclic, then we even obtain a VCSP for a valued structure with a finite domain and obtain a P
versus NP-complete dichotomy from the known dichotomy for such VCSPs.

This leads us to initiating the systematic study of VCSPs of countably infinite valued structures
with an oligomorphic automorphism group. In particular, we develop a notion of expressive power
which is based on primitive positive definitions and other complexity-preserving operators, inspired
by the techniques known from VCSPs over finite domains. We use the expressive power to obtain
polynomial-time reductions between such VCSPs, which we use to formulate a hardness condition
for them and conjecture that for VCSPs that stem from resilience problems this hardness condition
is necessary and sufficient, unless P = NP.

We also present an algebraic condition for valued structures that implies that the induced VCSP
is in P, based on the concept of fractional polymorphisms, which generalise classical polymorphisms,
a common tool for proving tractability of CSPs. To prove membership in P, we use a reduction
to finite-domain VCSPs which can be solved by a linear programming relaxation technique. We
conjecture that the resulting algorithm solves all resilience problems that are in P. We demonstrate
the utility of our algebraic tractability condition by applying it to a concrete conjunctive query
for which the computational complexity of resilience has been stated as an open problem in the
literature [21] (Section 8.5).

Related Work. The study of resilience problems was initiated in [20]. The authors obtain a
P versus NP-complete dichotomy for the class of self-join-free conjunctive queries, i.e., queries in
which each relation symbol occurs at most once. In a subsequent paper [21], several results are
obtained for conjunctive queries with self-joins of a specific form, while the authors also state a few
open problems of similar nature that cannot be handled by their methods. In the latest article [37],
Gatterbauer and Makhija present a unified approach to resilience problems based on integer linear
programming, which works both under bag semantics and under set semantics. However, the new
complexity results in [37] again concern only self-join free queries. Our approach is independent
from self-joins and hence allows to study conjunctive queries that were difficult to treat before.

We stress that VCSPs of countable valued structures with an oligomorphic automorphism group
greatly surpass resilience problems. For example, many computational problems in the recently
very active area of fixed parameter tractability for graph separation problems can be formulated as
VCSPs of appropriate countable valued structures with an oligomorphic automorphism group. In
particular, this applies to the directed feedback edge set problem, the directed symmetric multicut
problem, and many other problems with recent breakthrough results concerning FPT algorithms
where the parameter is the number of edges in the graph that needs to be removed [29,30]. Several of
these problems such as themulticut problem and the coupled min cut problem can even be formulated
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as VCSPs over a finite domain. Our notion of expressive power (and fractional polymorphisms)
can be used to also study the parametrised complexity of all of these problems.

Outline. The article is organised from the general to the specific, starting with VCSPs in full
generality (Section 2), then focussing on valued structures with an oligomorphic automorphism
group (Section 3), for which our notion of expressive power (Section 4) leads to polynomial-time
reductions. Our general hardness condition, which also builds upon the notion of expressive power,
is presented in Section 5. To study the expressive power and to formulate general polynomial-time
tractability results, we introduce the concept of fractional polymorphisms in Section 6 (they are
probability distributions over operations on the valued structure). We take inspiration from the
theory of VCSPs for finite-domain valued structures, but apply some non-trivial modifications that
are specific to the infinite-domain setting (because the considered probability distributions are over
uncountable sets). We then present a general polynomial-time tractability result (Theorem 7.17)
which is phrased in terms of fractional polymorphisms. Section 8 applies the general theory to
resilience problems. We illustrate the power of our approach by settling the computational com-
plexity of a resilience problem for a concrete conjunctive query from the literature (Section 8.5).
Section 9 closes with open problems for future research.

2. Preliminaries

2.1. Valued Structures. The set {0, 1, 2, . . .} of natural numbers is denoted by N, the set of
rational numbers is denoted by Q, the set of non-negative rational numbers by Q≥0 and the set of
positive rational numbers by Q>0. We use analogous notation for the set of real numbers R and
the set of integers Z. We also need an additional value ∞; all we need to know about ∞ is that

• a <∞ for every a ∈ Q,
• a+∞ = ∞+ a = ∞ for all a ∈ Q ∪ {∞}, and
• 0 · ∞ = ∞ · 0 = 0 and a · ∞ = ∞ · a = ∞ for a > 0.

Let C be a set and let k ∈ N. A weighted relation of arity k over C is a function R : Ck → Q∪{∞}.

We write R
(k)
C for the set of all weighted relations of arity k, and define

RC :=
⋃

k∈N

R
(k)
C .

A weighted relation is called finite-valued if it takes values only in Q.

Example 2.1. The weighted equality relation R= is the binary weighted relation defined over C by
R=(x, y) = 0 if x = y and R=(x, y) = ∞ otherwise. The empty relation R∅ is the unary weighted
relation defined over C by R∅(x) = ∞ for all x ∈ C.

A weighted relation R ∈ R
(k)
C that only takes values from {0,∞} will be identified with the

following relation in the usual sense

{a ∈ Ck | R(a) = 0}.

For R ∈ R
(k)
C the feasibility relation of R is defined as

Feas(R) := {a ∈ Ck | R(a) <∞}.

A (relational) signature τ is a set of relation symbols, each equipped with an arity from N. A
valued τ-structure Γ consists of a set C, which is also called the domain of Γ, and a weighted relation

RΓ ∈ R
(k)
C for each relation symbol R ∈ τ of arity k. A τ-structure in the usual sense may then be

identified with a valued τ -structure where all weighted relations only take values from {0,∞}.
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Example 2.2. Let τ = {<} be a relational signature with a single binary relation symbol <. Let
Γ< be the valued τ-structure with domain {0, 1} and where <(x, y) = 0 if x < y, and <(x, y) = 1
otherwise.

Example 2.3. Let τ = {E,N} be a relational signature with two binary relation symbols E and N .
Let ΓLCC be the valued τ-structure with domain N and where E(x, y) = 0 if x = y and E(x, y) = 1
otherwise, and where N(x, y) = 0 if x 6= y and N(x, y) = 1 otherwise.

An atomic τ-expression is an expression of the form R(x1, . . . , xk) for R ∈ τ and (not necessarily
distinct) variable symbols x1, . . . , xk. A τ-expression is an expression φ of the form

∑
i≤m φi

where m ∈ N and φi for i ∈ {1, . . . ,m} is an atomic τ -expression. Note that the same atomic τ -
expression might appear several times in the sum. We write φ(x1, . . . , xn) for a τ -expression where
all the variables are from the set {x1, . . . , xn}. If Γ is a valued τ -structure, then a τ -expression

φ(x1, . . . , xn) defines over Γ a member of R
(n)
C , which we denote by φΓ. If φ is the empty sum then

φΓ is constant 0.

2.2. Valued Constraint Satisfaction. In this section we assume that Γ is a fixed valued τ -
structure for a finite signature τ . The weighted relations of Γ are also called cost functions. The
valued constraint satisfaction problem for Γ, denoted by VCSP(Γ), is the computational problem to
decide for a given τ -expression φ(x1, . . . , xn) and a given u ∈ Q whether there exists a ∈ Cn such
that φΓ(a) ≤ u. We refer to φ(x1, . . . , xn) as an instance of VCSP(Γ), and to u as the threshold.
Tuples a ∈ Cn such that φΓ(a) ≤ u are called a solution for (φ, u). The value of φ (with respect to
Γ) is defined to be

inf
a∈Cn

φΓ(a).

In some contexts, it will be beneficial to consider only a given τ -expression φ to be the input of
VCSP(Γ) (rather than φ and the threshold u) and a tuple a ∈ Cn will then be called a solution
for φ if the value of φ equals φΓ(a). Note that in general there might not be any solution. If there
exists a tuple a ∈ Cn such that φΓ(a) <∞ then φ is called satisfiable.

Note that our setting also captures classical CSPs, which can be viewed as the VCSPs for valued
structures Γ that only contain cost functions that take value 0 or ∞. In this case, we will sometimes
write CSP(Γ) for VCSP(Γ). Below we give a few examples of known optimisation problems that
can be formulated as valued constraint satisfaction problems.

Example 2.4. The problem VCSP(Γ<) for the valued structure Γ< from Example 2.2 models the
directed max-cut problem: given a finite directed graph (V,E) (we do allow loops and multiple
edges), partition the vertices V into two classes A and B such that the number of edges from A to
B is maximal. Maximising the number of edges from A to B amounts to minimising the number
e of edges within A, within B, and from B to A. So when we associate A to the preimage of 0
and B to the preimage of 1, computing the number e corresponds to finding the evaluation map
s : V → {0, 1} that minimises the value

∑
(x,y)∈E <(s(x), s(y)), which can be formulated as an

instance of VCSP(Γ<). Conversely, every instance of VCSP(Γ<) corresponds to a directed max-
cut instance. It is known that VCSP(Γ<) is NP-complete [23] (even if we do not allow loops and
multiple edges in the input). We mention that this problem can be viewed as a resilience problem
in database theory as explained in Section 8.

Example 2.5. Consider the valued structure Γ≥ with domain {0, 1} and the binary weighted relation
≥ defined by ≥(x, y) = 0 if x ≥ y and ≥(x, y) = 1 otherwise. Similarly to the previous example,
VCSP(Γ≥) models the directed min-cut problem, i.e., given a finite directed graph (V,E), partition
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the vertices V into two classes A and B such that the number of edges from A to B is minimal.
The min-cut problem is solvable in polynomial time; see, e.g., [24].

Example 2.6. The problem of least correlation clustering with partial information [43, Example
5] is equal to VCSP(ΓLCC) where ΓLCC is the valued structure from Example 2.3. It is a variant of
the min-correlation clustering problem [1], where we have precisely one constraint between any two
variables. The problem is NP-complete in both settings [23,43].

3. Oligomorphicity

Many facts about VCSPs for valued structures with a finite domain can be generalised to a large
class of valued structures over an infinite domain, defined in terms of automorphisms. Automor-
phisms of valued structures are defined as follows.

Definition 3.1. Let k ∈ N, let R ∈ R
(k)
C , and let α be a permutation of C. Then α preserves

R if for all a ∈ Ck we have R(α(a)) = R(a). If Γ is a valued structure with domain C, then an
automorphism of Γ is a permutation of C that preserves all weighted relations of R.

The set of all automorphisms of Γ is denoted by Aut(Γ), and forms a group with respect to
composition. Let k ∈ N. An orbit of k-tuples of a permutation group G is a set of the form
{α(a) | α ∈ G} for some a ∈ Ck. A permutation group G on a countable set is called oligomorphic
if for every k ∈ N there are finitely many orbits of k-tuples in G. From now on, whenever we
write that a structure has an oligomorphic automorphism group, we also imply that its domain is
countable. Clearly, every valued structure with a finite domain has an oligomorphic automorphism
group. A countable structure has an oligomorphic automorphism group if and only if it is ω-
categorical, i.e., if all countable models of its first-order theory are isomorphic [25].

Example 3.2. The automorphism group of ΓLCC from Examples 2.3 and 2.6 is the full symmetric
group and hence oligomorpohic.

Lemma 3.3. Let Γ be a valued structure with a countable domain C and an oligomorphic auto-
morphism group. Then for every instance φ(x1, . . . , xn) of VCSP(Γ) there exists a ∈ Cn such that
the value of φ equals φΓ(a).

Proof. The statement follows from the assumption that there are only finitely many orbits of n-
tuples of Aut(Γ), because it implies that there are only finitely many possible values from Q∪{∞}
for φΓ(a). �

A first-order sentence is called universal if it is of the form ∀x1, . . . , xl. ψ where ψ is quantifier-
free. Every quantifier-free formula is equivalent to a formula in conjunctive normal form, so we
assume in the following that quantifier-free formulas are of this form.

Recall that a τ -structure A embeds into a τ structure B if there is an injective map from A
to B that preserves all relations of A and their complements; the corresponding map is called an
embedding. The age of a τ -structure is the class of all finite τ -structures that embed into it. A
structure B with a finite relational signature τ is called

• finitely bounded if there exists a universal τ -sentence φ such that a finite structure A is in
the age of B if and only if A |= φ.

• homogeneous if every isomorphism between finite substructures of B can be extended to
an automorphism of B.
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If τ ′ ⊆ τ , then a τ ′-structure B′ is called the reduct of B if B and B′ have the same domain and
RB

′

= RB for every R ∈ τ ′.
Note that for every structure B with a finite relational signature, for every n there are only

finitely many non-isomorphic substructures of B of size n. Therefore, all countable homogeneous
structures with a finite relational signature and all of their reducts have finitely many orbits of
k-tuples for all k ∈ N, and hence an oligomorphic automorphism group.

Theorem 3.4. Let Γ be a countable valued structure with finite signature such that there exists a
finitely bounded homogeneous structure B with Aut(B) ⊆ Aut(Γ). Then VCSP(Γ) is in NP.

Proof. Let (φ, u) be an instance of VCSP(Γ) with n variables. Since Aut(B) ⊆ Aut(Γ), every orbit
of n-tuples of Aut(Γ) is determined by the substructure induced by B on the elements of some
tuple from the orbit. Note that two tuples (a1, . . . , an) and (b1, . . . , bn) lie in the same orbit of
Aut(B) if and only if the map that maps ai to bi for i ∈ {1, . . . , n} is an isomorphism between the
substructures induced by B on {a1, . . . , an} and on {b1, . . . , bn}. Whether a given finite structure
A is in the age of a fixed finitely bounded structure B can be decided in polynomial time: if φ is
the universal τ -sentence which describes the age of B, it suffices to exhaustively check all possible
instantiations of the variables of φ with elements of A and verify whether φ is true in A under the
instantiation. Hence, we may non-deterministically generate a structure A with domain {1, . . . , n}
from the age of B and then verify in polynomial time whether the value φΓ(b1, . . . , bn) is at most
u for any tuple (b1, . . . , bn) ∈ Bn such that i 7→ bi is an embedding of A into B. �

4. Expressive Power

One of the fundamental concepts in the theory of constraint satisfaction is the concept of prim-
itive positive definitions, which is the fragment of first-order logic where only equality, existential
quantification, and conjunction are allowed (in other words, negation, universal quantification, and
disjunction are forbidden). The motivation for this concept is that relations with such a definition
can be added to the structure without changing the complexity of the respective CSP. The natural
generalisation to valued constraint satisfaction is the following notion of expressibility.

Definition 4.1. Let Γ be a valued τ-structure. We say that R ∈ R
(k)
C can be expressed by Γ if

there exists a τ-expression φ(x1, . . . , xk, y1, . . . , yn) such that for all a ∈ Ck we have

R(a) = inf
b∈Cn

φΓ(a, b).

Note that infb∈Cn φΓ(a, b) might be irrational or −∞. If this is the case in Definition 4.1, then
φ does not witness that R can be expressed in Γ since weighted relations must have weights from
Q ∪ {∞}. If C has an oligomorphic permutation group, however, then Lemma 3.3 guarantees
existence. We will further see in Lemma 4.7 that if Γ has an oligomorphic automorphism group,
then the addition of weighted relations that are expressible by Γ does not change the computational
complexity of VCSP(Γ).

Another way to derive new relations from existing ones that preserves the computational com-
plexity of the original VCSP is introduced in the following definition.

Definition 4.2. Let R,R′ ∈ RC . We say that R′ can be obtained from R by

• non-negative scaling if there exists r ∈ Q≥0 such that R = rR′;
• shifting if there exists s ∈ Q such that R = R′ + s.
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In the literature about the complexity of finite-domain VCSPs we find another operator on sets of
weighted relations that preserves the complexity of the VCSP: the operator Opt (see, e.g., [22,35]).

Definition 4.3. Let R ∈ R
(k)
C . The relation containing all minimal-value tuples of R is defined as

Opt(R) := {a ∈ Feas(R) | R(a) ≤ R(b) for every b ∈ Ck}.

Definition 4.4 (weighted relational clone). A weighted relational clone (over C) is a subset of
RC that contains R= and R∅ (from Example 2.1), and is closed under expressibility, shifting, and
non-negative scaling, Feas, and Opt. For a valued structure Γ with domain C, we write 〈Γ〉 for the
smallest relational clone that contains the weighted relations of Γ.

The following example shows that neither the operator Opt nor the operator Feas is redundant
in the definition above.

Example 4.5. Consider the domain C = {0, 1, 2} and the unary weighted relation R on C defined
by R(0) = 0, R(1) = 1 and R(2) = ∞. Then the relation Feas(R) cannot be obtained from R by
expressing, shifting, non-negative scaling and use of Opt. Similarly, the relation Opt(R) cannot be
obtained from R by expressing, shifting, non-negative scaling and use of Feas.

Remark 4.6. Note that for every valued structure Γ and R ∈ 〈Γ〉, every automorphism of Γ is an
automorphism of R.

The motivation of Definition 4.4 for valued CSPs stems from the following lemma, which shows
that adding relations in 〈Γ〉 does not change the complexity of the VCSP up to polynomial-time
reductions. For valued structures over finite domains this is proved in [16], except for the operator
Opt, for which a proof can be found in [22, Theorem 5.13]. Only parts of the proof can be gen-
eralised to valued structures over infinite domains in the general case, that is, when oligomorphic
automorphism groups are not required; see, e.g., Schneider and Viola [41] and Viola [43, Lemma
7.1.4]. Note, however, that in these works the definition of VCSPs was changed: instead of asking
whether a solution can be found of value at most u, they ask whether there exists a solution of
value strictly less than u, to circumvent problems about infima that are not realised. Moreover,
in [41] the authors restrict themselves to finite-valued weighted relations and hence do not consider
the operator Opt. It is visible from Example 4.5 that the operator Opt cannot be simulated by the
other ones already on finite domains, which is why it was introduced in [22]. The same is true for
the operator Feas, which was included implicitly in [22] by allowing to scale weighted relations by 0
and defining 0 ·∞ = ∞. In our approach, we work under the assumption that the valued structure
has an oligomorphic automorphism group, which implies that infima in expressions are realized and
the values of VCSPs of such structures can be attained. Therefore, we obtain a polynomial-time
reduction for each of the operators in Definition 4.4 as in the finite domain case.

Lemma 4.7. Let Γ be a valued structure with an oligomorphic automorphism group and a finite
signature. Suppose that ∆ is a valued structure with a finite signature over the same domain C
such that every cost function of ∆ is from 〈Γ〉. Then there is a polynomial-time reduction from
VCSP(∆) to VCSP(Γ).

Proof. Let τ be the signature of Γ. It suffices to prove the statement for expansions of Γ to signatures
τ ∪ {R} that extend τ with a single relation R, R∆ ∈ 〈Γ〉.

If R∆ = R∅, then an instance φ of VCSP(∆) with threshold u ∈ Q is unsatisfiable if and only
if φ contains the symbol R or if it does not contain R and is unsatisfiable viewed as an instance of
VCSP(Γ). In the former case, choose a k-ary relation symbol S ∈ τ and note that SΓ attains only
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finitely many values, by the oligomorphicity of Aut(Γ). Let u′ ∈ Q be smaller than all of them.
Then S(x1, . . . , xk) is an instance of VCSP(Γ) that never meets the threshold u′, so this provides
a correct reduction. In the latter case, for every a ∈ Cn we have that φ∆(a) = φΓ(a); this provides
a polynomial-time reduction.

Now suppose that R∆ = R=. Let ψ(xi1 , . . . , xik ) be obtained from an instance φ(x1, . . . , xn) of
VCSP(∆) by identifying all variables xi and xj such that φ contains the summand R(xi, xj). Then
φ is satisfiable if and only if the instance ψ is satisfiable, and infa∈Cn φ∆(a) = infb∈Ck ψΓ(b); Again,
this provides a polynomial-time reduction.

Next, consider the case that for some τ -expression δ(y1, . . . , yl, z1, . . . , zk) we have

R∆(y1, . . . , yl) = inf
a∈Ck

δΓ(y1, . . . , yl, a1, . . . , ak).

Let φ(x1, . . . , xn) be an instance of VCSP(∆). We replace each summand R(y1, . . . , yl) in φ
by δ(y1, . . . , yl, z1, . . . , zk) where z1, . . . , zk are new variables (different for each summand). Let
θ(x1, . . . , xn, w1, . . . , wt) be the resulting τ -expression after doing this for all summands that in-
volve R. For any a ∈ Cn we have that

φ(a1, . . . , an) = inf
b∈Ct

θ(a1, . . . , an, b)

and hence infa∈Cn φ = infc∈Cn+t θ; here we used the assumption that Aut(Γ) is oligomorphic. Since
we replace each summand by an expression whose size is constant (since Γ is fixed and finite) the
expression θ can be computed in polynomial time, which shows the statement.

Suppose that R∆ = rSΓ+s where r ∈ Q≥0, s ∈ Q. Let p ∈ Z≥0 and q ∈ Z>0 be coprime integers

such that p/q = r. Let (φ, u) be an instance of VCSP(∆) where φ(x1, . . . , xn) =
∑ℓ

i=1 φi+
∑k

j=1 ψj ,

the summands φi contain only symbols from τ , and each ψj involves the symbol R. Let ψ′
j be the

expression obtained from ψj by replacing R with S. For i ∈ {1, . . . , ℓ} replace φi with q copies
of itself and for j ∈ {1, . . . , k}, replace ψj with p copies of ψ′

j ; let φ
′(x1, . . . , xn) be the resulting

τ -expression. Define u′ := q(u − ks). Then for every a ∈ Cn the following are equivalent:

φ(a1, . . . , an) =
ℓ∑

i=1

φi +
k∑

j=1

(
p

q
ψ′
j + s

)
≤ u

φ′(a1, . . . , an) = q

ℓ∑

i=1

φi + p

k∑

j=1

ψ′
j ≤ qu− qks = u′

Since (φ′, u′) can be computed from (φ, u) in polynomial time, this provides the desired reduction.
Now suppose that R∆ = Feas(SΓ) for some S ∈ τ . Let (φ, u) be an instance of VCSP(∆), i.e.,

φ(x1, . . . , xn) =
∑ℓ

i=1 φi+
∑k

j=1 ψj where ψj , j ∈ {1, . . . , k} are all the atomic expressions in φ that

involve R. If R∆ = R∅, then the statement follows from the reduction for R∅. Therefore, suppose
that this not the case and let w be the maximum finite weight assigned by S. Note that there are
only finitely many values that the ℓ atoms φi may take and therefore only finitely many values that∑ℓ

i=1 φi may take. Let v be the smallest of these values such that v > u and let d = v−u; if v does
not exist, let d = 1. To simplify the notation, set t = ⌈(kw)/d⌉ + 1. Let ψ′

j be the τ -expression

resulting from ψj by replacing the symbol R by the symbol S. Let φ′ be the τ -expression obtained
from φ by replacing each atom φi with t copies of it and replacing every atom ψj by ψ′

j . Let
(φ′, tu + kw) be the resulting instance of VCSP(Γ); note that it can be computed in polynomial
time.
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We claim that for every a ∈ Cn, the following are equivalent:

φ(a1, . . . , an) =

ℓ∑

i=1

φi +

k∑

j=1

ψj ≤ u (1)

φ′(a1, . . . , an) = t ·
ℓ∑

i=1

φi +

k∑

j=1

ψ′
j ≤ tu+ kw (2)

If (1) holds, then by the definition of Feas we must have ψj = 0 for every j ∈ {1, . . . , k}. Thus∑ℓ

i=1 φi ≤ u and
∑k

j=1 ψ
′
j ≤ kw, which implies (2). Conversely, if (2) holds, then ψ′

j is finite for

every j ∈ {1, . . . , k} and hence ψj = 0. Moreover, (2) implies

ℓ∑

i=1

φi ≤ u+
kw

t
.

Note that if v exists, then u+ (kw)/t < v. Therefore (regardless of the existence of v), this implies∑ℓ
i=1 φi ≤ u, which together with what we have observed previously shows (1).
Finally, we consider the case that R∆ = Opt(SΓ) for some relation symbol S ∈ τ . Since τ is

finite and Aut(Γ) is oligomorphic, we may assume without loss of generality that the minimum
weight of all weighted relations in ∆ equals 0; otherwise, we subtract the smallest weight assigned
to a tuple by some weighted relation in ∆. This transformation does not affect the computational
complexity of the VCSP (up to polynomial-time reductions). We may also assume that SΓ takes
finite positive values, because otherwise Opt(SΓ) = SΓ and the statement is trivial. Let m be the
smallest positive weight assigned by SΓ and let M be the largest finite weight assigned by any
weighted relation of Γ (again we use that τ is finite and that Aut(Γ) is oligomorphic). Let (φ, u),

where φ(x1, . . . , xn) =
∑k

i=1 φi, be an instance of VCSP(∆). For i ∈ {1, . . . , k}, if φi involves the
symbol R, then replace it by k · ⌈M/m⌉ + 1 copies and replace R by S. Let φ′ be the resulting
τ -expression. We claim that a ∈ Cn is a solution to the instance (φ′,min(kM, u)) of VCSP(Γ) if
and only if it is the solution to (φ, u).

If a ∈ Cn is such that φ(a) ≤ u then for every i ∈ {1, . . . , k} such that φi involves R we have
φi(a) = 0. In particular, the minimal value attained by SΓ equals 0 by our assumption, and hence
φ′(a) = φ(a) ≤ u and hence φ′(a) ≤ min(kM, u). Now suppose that φ(a) > u. Then φ′(a) > u ≥
min(kM, u) or there exists an i ∈ {1, . . . , k} such that φi(a) = ∞. If φi does not involve the symbol
R, then φ′(a) = ∞ as well. If φi involves the symbol R, then φ′(a) ≥ (k · ⌈M/m⌉+ 1)m > kM . In
any case, φ′(a) > min(kM, u). Since φ′ can be computed from φ in polynomial time, this concludes
the proof. �

The next example illustrates the use of Lemma 4.7 for obtaining hardness results.

Example 4.8. We revisit the countably infinite valued structure ΓLCC from Example 2.3. Re-
call that VCSP(ΓLCC) is the least correlation clustering problem with partial information and that
Aut(ΓLCC) is oligomorphic. Let ΓEC be the relational structure with the same domain as ΓLCC and
the relation R := {(x, y, z) | (x = y ∧ y 6= z) ∨ (x 6= y ∧ y = z)} (attaining values 0 and ∞). Note
that

R(x, y, z) = Opt(N(x, z) +N(x, z) + E(x, y) + E(y, z)).

This provides an alternative proof of NP-hardness of the least correlation clustering with partial
information via Lemma 4.7, because CSP(ΓEC) is known to be NP-hard [6].
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5. Hardness from pp-Constructions

A universal-algebraic theory of VCSPs for finite valued structures has been developed in [34],
following the classical approach to CSPs which is based on the concepts of cores, addition of
constants, and primitive positive interpretations. Subsequently, an important conceptual insight
has been made for classical CSPs which states that every structure that can be interpreted in the
expansion of the core of the structure by constants can also be obtained by taking a pp-power if we
then consider structures up to homomorphic equivalence [3]. We are not aware of any published
reference that adapts this perspective to the algebraic theory of VCSPs, so we develop (parts of)
this approach here. As in [3], we immediately step from valued structures with a finite domain to
the more general case of valued structures with an oligomorphic automorphism group.

Definition 5.1 (pp-power). Let Γ be a valued structure with domain C and let d ∈ N. Then a
(d-th) pp-power of Γ is a valued structure ∆ with domain Cd such that for every weighted relation
R of ∆ of arity k there exists a weighted relation S of arity kd in 〈Γ〉 such that

R((a11, . . . , a
1
d), . . . , (a

k
1 , . . . , a

k
d)) = S(a11, . . . , a

1
d, . . . , a

k
1 , . . . , a

k
d).

The name ‘pp-power’ comes from ‘primitive positive power’, since for relational structures ex-
pressibility is captured by primitive positive formulas. The following proposition shows that the
VCSP of a pp-power reduces to the VCSP of the original structure.

Proposition 5.2. Let Γ and ∆ be valued structures such that Aut(Γ) is oligomorphic and ∆ is
a pp-power of Γ. Then Aut(∆) is oligomorphic and there is a polynomial-time reduction from
VCSP(∆) to VCSP(Γ).

Proof. Let d be the dimension of the pp-power and let τ be the signature of Γ. By Remark 4.6,
Aut(Γ) ⊆ Aut(∆) and thus Aut(∆) is oligomorphic. By Lemma 4.7, we may suppose that for every
weighted relation R of arity k of ∆ the weighted relation S ∈ 〈Γ〉 of arity dk from the definition of
pp-powers equals SΓ for some S ∈ τ . Let (φ, u) be an instance of VCSP(∆). For each variable x of φ
we introduce d new variables x1, . . . , xd. For each summand R(y1, . . . , yk) we introduce a summand
S(y11 , . . . , y

1
d, . . . , y

k
1 , . . . , y

k
d); let ψ be the resulting τ -expression. It is now straightforward to verify

that (φ, u) has a solution with respect to ∆ if and only if (ψ, u) has a solution with respect to Γ. �

Note that, in particular, if VCSP(Γ), parametrized by the threshold u, is fixed-parameter
tractable, then so is VCSP(∆).

If C and D are sets, then we equip the space CD of functions from D to C with the topology
of pointwise convergence, where C is taken to be discrete. In this topology, a basis of open sets is
given by

Sa,b := {f ∈ CD | f(a) = b}

for a ∈ Dk and b ∈ Ck for some k ∈ N. For any topological space T , we denote by B(T ) the Borel
σ-algebra on T , i.e., the smallest subset of the powerset P(T ) which contains all open sets and is
closed under countable intersection and complement. We write [0, 1] for the set {x ∈ R | 0 ≤ x ≤ 1}.

Definition 5.3 (fractional map). Let C and D be sets. A fractional map from D to C is a
probability distribution

(CD, B(CD), ω : B(CD) → [0, 1]),

that is,
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• ω is countably additive: if A1, A2, · · · ∈ B(CD) are disjoint, then

ω(
⋃

i∈N

Ai) =
∑

i∈N

ω(Ai).

• ω(CD) = 1.

If f ∈ CD, we often write ω(f) instead of ω({f}). Note that {f} ∈ B(CD) for every f . The set
[0, 1] carries the topology inherited from the standard topology on R. We also view R ∪ {∞} as a
topological space with a basis of open sets given by all open intervals (a, b) for a, b ∈ R, a < b and
additionally all sets of the form {x ∈ R | x > a} ∪ {∞}.

A (real-valued) random variable is a measurable function X : T → R ∪ {∞}, i.e., pre-images of
elements of B(R ∪ {∞}) under X are in B(T ). If X is a real-valued random variable, then the
expected value of X (with respect to a probability distribution ω) is denoted by Eω[X ] and is defined
via the Lebesgue integral

Eω [X ] :=

∫

T

Xdω.

Recall that the Lebesgue integral
∫
T
Xdω need not exist, in which case Eω [X ] is undefined;

otherwise, the integral equals a real number, ∞, or −∞. For the convenience of the reader we
recall the definition and some properties of the Lebesgue integral, specialised to our setting, in
Appendix A. Also recall that the expected value is

• linear, i.e., for every a, b ∈ R and random variables X , Y such that Eω[X ] and Eω[Y ] exist
and aEω[X ] + bEω[Y ] is defined we have

Eω[aX + bY ] = aEω[X ] + bEω[Y ];

• monotone, i.e., if X,Y are random variables such that Eω[X ] and Eω [Y ] exist and X(f) ≤
Y (f) for all f ∈ T , then Eω[X ] ≤ Eω[Y ].

Let C and D be sets. In the rest of the paper, we will work exclusively on a topological space

CD of maps f : D → C and the special case O
(ℓ)
C for some ℓ ∈ N (i.e., D = Cℓ). Note that if C

and D are infinite, then these spaces are uncountable and hence there are probability distributions
ω such that ω(A) = 0 for every 1-element set A. Therefore, in these cases, Eω[X ] for a random
variable X might not be expressible as a sum.

Definition 5.4 (fractional homomorphism). Let Γ and ∆ be valued τ-structures with domains C
and D, respectively. A fractional homomorphism from ∆ to Γ is a fractional map from D to C
such that for every R ∈ τ of arity k and every tuple a ∈ Dk it holds for the random variable
X : CD → R ∪ {∞} given by

f 7→ RΓ(f(a))

that Eω[X ] exists and that

Eω [X ] ≤ R∆(a).

The following lemma shows that if Aut(Γ) is oligomorphic, then the expected value from Defini-
tion 5.4 always exists.

Lemma 5.5. Let C and D be sets, a ∈ Dk, R ∈ R
(k)
C . Let X : CD → R ∪ {∞} be the random

variable given by

f 7→ R(f(a)).

If Aut(C;R) is oligomorphic, then Eω [X ] exists and Eω [X ] > −∞.
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Proof. It is enough to show that
∫
CD X

−dω 6= ∞. Since Aut(C;R) is oligomorphic, there are
only finitely many orbits of k-tuples in Aut(C;R). Let O1, . . . , Om be all orbits of k-tuples of
Aut(C;R) on which R is negative. For every i ∈ {1, . . . ,m}, let bi ∈ Oi. Then we obtain (see (21)
in Appendix A for a detailed derivation of the first equality)

∫

CD

X−dω =
∑

b∈Ck,R(b)<0

−R(b)ω(Sa,b)

= −
m∑

i=1

R(bi)
∑

b∈Oi

ω(Sa,b)

= −
m∑

i=1

R(bi) ω

(
⋃

b∈Oi

Sa,b

)

≤ −
m∑

i=1

R(bi) <∞. �

Lemma 5.6. Let Γ1, Γ2, Γ3 be countable valued τ-structures such that there exists a fractional
homomorphism ω1 from Γ1 to Γ2 and a fractional homomorphism ω2 from Γ2 to Γ3. Then there
exists a fractional homomorphism ω3 := ω2 ◦ ω1 from Γ1 to Γ3.

Proof. Let C1, C2, C3 be the domains of Γ1, Γ2, and Γ3, respectively. If a ∈ Ck
1 and c ∈ Ck

3 , for
some k ∈ N, then define

ω3(Sa,c) :=
∑

b∈Ck
2

ω1(Sa,b)ω2(Sb,c).

Note that on sets of this form, i.e., on basic open sets in CC1
3 , ω3 is countably additive. Since our

basis of open sets is closed under intersection, this definition extends uniquely to all of B(CC1
3 ) by

Dynkin’s π-λ theorem. �

The following was shown for valued structures over finite domains in [12, Proposition 8.4].

Proposition 5.7. Let Γ and ∆ be valued τ-structures with domains C and D and with a fractional
homomorphism ω from ∆ to Γ. Then the value of every VCSP instance φ with respect to Γ is at
most the value of φ with respect to ∆.

Proof. Let φ(x1, . . . , xn) =
∑m

i=1 Ri(xji1 , . . . , xjiki
) be a τ -expression, where ji1, . . . , j

i
ki

∈ {1, . . . , n}

for every i ∈ {1, . . .m}. To simplify the notation in the proof, if v = (v1, . . . , vt) is a t-tuple of
elements of some domain and i1, . . . , is ∈ {1, . . . , t}, we will write vi1,...,is for the tuple (vi1 , . . . , vis).

Let ε > 0. From the definition of infimum, there exists a∗ ∈ Dn such that

φ∆(a∗) ≤ inf
a∈Dn

φ∆(a) + ε/2 (3)

and f∗ ∈ CD such that

φΓ(f∗(a∗)) ≤ inf
f∈CD

φΓ(f(a∗)) + ε/2. (4)
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Note that Eω[f 7→ RΓ
i (f(a

∗)ji1,...,jiki
)] exists for every i ∈ {1, . . . ,m} by the definition of a

fractional homomorphism. Suppose first that
∑m

i=1Eω [f 7→ RΓ
i (f(a

∗)ji1,...,jiki
)] is defined. Then

inf
b∈Cn

φΓ(b) ≤ φΓ(f∗(a∗)) (definition of infimum)

≤ inf
f∈CD

φΓ(f(a∗)) + ε/2 (by (4))

≤ Eω [f 7→ φΓ(f(a∗))] + ε/2 (by the monotonicity of Eω)

=

m∑

i=1

Eω [f 7→ RΓ
i (f(a

∗)ji1,...,jiki
)] + ε/2 (by the linearity of Eω)

≤
m∑

i=1

R∆
i (a∗ji1,...,jiki

) + ε/2 (since ω is a fractional homomorphism)

= φ∆(a∗) + ε/2

≤ inf
a∈Dn

φ∆(a) + ε (by (3)).

Since ε > 0 was chosen arbitrarily, it follows that the value of φ with respect to Γ is at most the
value of φ with respect to ∆.

Suppose now that
∑m

i=1 Eω[f 7→ RΓ
i (f(a

∗)ji1,...,jiki
)] is not defined. Then there exists i ∈

{1, . . . ,m} such that Eω[f 7→ RΓ
i (f(a

∗)ji1,...,jiki
)] = ∞. By the definition of a fractional homo-

morphism, this implies that R∆
i (a

∗
ji1,...,j

i
ki

) = ∞ and hence
∑m

i=1R
∆
i (a∗

ji1,...,j
i
ki

) = ∞. Therefore, we

obtain as above that

inf
b∈Cn

φΓ(b) ≤ inf
a∈Dn

φ∆(a),

which is what we wanted to prove. �

Remark 5.8. For finite domains, the converse of Proposition 5.7 is true as well [12, Proposition
8.4].

We say that two valued τ -structures Γ and ∆ are fractionally homomorphically equivalent if there
exists a fractional homomorphisms from Γ to ∆ and from ∆ to Γ. Clearly, fractional homomorphic
equivalence is indeed an equivalence relation on valued structures of the same signature.

Corollary 5.9. Let Γ and ∆ be valued τ-structures with oligomorphic automorphism groups that
are fractionally homomorphically equivalent. Then VCSP(Γ) and VCSP(∆) are polynomial-time
equivalent.

Proof. In fact, the two problems VCSP(Γ) and VCSP(∆) coincide. By Proposition 5.7, for every
instance φ, the values of φ with respect to Γ and ∆ are equal. By Lemma 3.3, the value is attained
in both structures and hence every instance φ with a threshold u has a solution with respect to Γ
if and only if it has a solution with respect to ∆. �

Remark 5.10. Note that if Γ and ∆ are classical relational τ-structures that are homomorphically
equivalent in the classical sense, then they are fractionally homomorphically equivalent when we view
them as valued structures: if h1 is the homomorphism from Γ to ∆ and h2 is the homomorphism
from ∆ to Γ, then this is witnessed by the fractional homomorphisms ω1 and ω2 such that ω1(h1) =
ω2(h2) = 1.
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Definition 5.11 (pp-construction). Let Γ and ∆ be valued structures. We say that ∆ has a pp-
construction in Γ if ∆ is fractionally homomorphically equivalent to a structure ∆′ which is a
pp-power of Γ.

Corollary 5.12. Let Γ and ∆ be valued structures with finite signatures and oligomorphic auto-
morphism groups such that ∆ has a pp-construction in Γ. Then there is a polynomial-time reduction
from VCSP(∆) to VCSP(Γ).

Proof. Combine Proposition 5.2 and Corollary 5.9. �

Let OIT be the following relation

OIT = {(0, 0, 1), (0, 1, 0), (1, 0, 0)}.

It is well-known (see, e.g., [5]) that CSP({0, 1}; OIT) is NP-complete.

Corollary 5.13. Let Γ be a valued structure with a finite signature and oligomorphic automorphism
group such that ({0, 1}; OIT) has a pp-construction in Γ. Then VCSP(Γ) is NP-hard.

Proof. Follows from the NP-hardness of CSP({0, 1}; OIT) via Corollary 5.12. �

Lemma 5.14. The relation of pp-constructibility on the class of countable valued structures is
transitive.

Proof. Clearly, a pp-power of a pp-power is again a pp-power, and fractional homomorphic equiva-
lence is transitive by Lemma 5.6. We are therefore left to prove that if Γ and ∆ are valued structures
such that ∆ is a d-dimensional pp-power of Γ, and if Γ′ is fractionally homomorphically equivalent
to Γ via fractional homomorphisms ω1 : Γ → Γ′ and ω2 : Γ

′ → Γ, then ∆ also has a pp-construction
in Γ′.

Let C and C′ be the domains of Γ and Γ′, respectively. Take the τ -expressions that define the
weighted relations of ∆ over Γ, and interpret them over Γ′ instead of Γ; let ∆′ be the resulting
valued structure. Note that ∆′ is a d-dimensional pp-power of Γ′. For a map f : Γ → Γ′, let
f̃ : ∆ → ∆′ be given by (x1, . . . , xd) 7→ (f(x1), . . . , f(xd)). Then for all S ∈ B((C′)C) we define

ω̃1({f̃ | f ∈ S}) := ω1(S)

and
ω̃1(S̃) := ω̃1(S̃ ∩ {f̃ | f ∈ (C′)C})

for all S̃ ∈ B
(
((C′)d)C

d)
. Note that ω̃1 is a fractional homomorphism from ∆ to ∆′. Analogously

we obtain from ω2 a fractional homomorphism ω̃2 from ∆′ to ∆. Therefore, ∆ is fractionally homo-
morphically equivalent to ∆′, which is a pp-power of Γ′. In other words, ∆ has a pp-construction
in Γ′. �

6. Fractional Polymorphisms

In this section we introduce fractional polymorphisms of valued structures; they are an impor-
tant tool for formulating tractability results and complexity classifications of VCSPs. For valued
structures with a finite domain, our definition specialises to the established notion of a fractional
polymorphism which has been used to study the complexity of VCSPs for valued structures over
finite domains (see, e.g. [42]). Our approach is different from the one of Viola and Schneider [41,43]
in that we work with arbitrary probability spaces instead of distributions with finite support. As
we will see in Section 7, fractional polymorphisms can be used to give sufficient conditions for
tractability of VCSPs of certain valued structures with oligomorphic automorphism groups. This
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justifies the more general notion of a fractional polymorphism, as it might provide a tractability
proof for more problems. We do not know if there are examples in our setting where it is necessary
to use the more general notion; see Question 9.2.

Let O
(ℓ)
C be the set of all operations f : Cℓ → C on a set C of arity ℓ. We equip O

(ℓ)
C with the

topology of pointwise convergence, where C is taken to be discrete. That is, the basic open sets are
of the form

Sa1,...,aℓ,b := {f ∈ O
(ℓ)
C | f(a1, . . . , aℓ) = b} (5)

where a1, . . . , aℓ, b ∈ Cm, for some m ∈ N, and f is applied componentwise. Let

OC :=
⋃

ℓ∈N

O
(ℓ)
C .

Definition 6.1 (fractional operation). Let ℓ ∈ N. A fractional operation on C of arity ℓ is a
probability distribution (

O
(ℓ)
C , B(O

(ℓ)
C ), ω : B(O

(ℓ)
C ) → [0, 1]

)
.

The set of all fractional operations on C of arity ℓ is denoted by F
(ℓ)
C , and FC :=

⋃
ℓ∈N

F
(ℓ)
C .

If the reference to C is clear, we occasionally omit the subscript C. We often use ω for both the

entire fractional operation and for the map ω : B(O
(ℓ)
C ) → [0, 1].

Definition 6.2. A fractional operation ω ∈ F
(ℓ)
C improves a k-ary weighted relation R ∈ R

(k)
C if

for all a1, . . . , aℓ ∈ Ck

E := Eω[f 7→ R(f(a1, . . . , aℓ))]

exists and

E ≤
1

ℓ

ℓ∑

j=1

R(aj). (6)

Note that (6) has the interpretation that the expected value of R(f(a1, . . . , aℓ)) is at most the
average of the values R(a1), . . . , R(aℓ). Also note that if R is a classical relation improved by a
fractional operation ω and ω(f) > 0 for f ∈ O(ℓ), then f must preserve R in the usual sense. It
follows from Lemma 5.5 that if Aut(C;R) is oligomorphic, then Eω [f 7→ R(f(a1, . . . , aℓ))] always
exists and is greater than −∞.

Definition 6.3 (fractional polymorphism). If ω improves every weighted relation in Γ, then ω is
called a fractional polymorphism of Γ; the set of all fractional polymorphisms of Γ is denoted by
fPol(Γ).

Remark 6.4. A fractional polymorphism of arity ℓ of a valued structure Γ might also be viewed as
a fractional homomorphism from a specific ℓ-th pp-power of Γ to Γ, which we denote by Γℓ: if C is
the domain and τ the signature of Γ, then the domain of Γℓ is Cℓ, and for every R ∈ τ of arity k
we have

RΓℓ

((a11, . . . , a
1
ℓ), . . . , (a

k
1 , . . . , a

k
ℓ )) :=

1

ℓ

ℓ∑

i=1

RΓ(a1i , . . . , a
k
i ).

Example 6.5. Let πℓ
i ∈ O

(ℓ)
C be the i-th projection of arity ℓ, which is given by πℓ

i (x1, . . . , xℓ) = xi.
The fractional operation Idℓ of arity ℓ such that Idℓ(π

ℓ
i ) =

1
ℓ
for every i ∈ {1, . . . , ℓ} is a fractional

polymorphism of every valued structure with domain C.
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Example 6.6. Let Γ be a valued structure and α ∈ Aut(Γ). The fractional operation ω ∈ F
(1)
C

defined by ω(α) = 1 is a fractional polymorphism of Γ.

Let C ⊆ FC . We write C (ℓ) for C ∩ F
(ℓ)
C and Imp(C ) for the set of weighted relations that are

improved by every fractional operation in C .

Lemma 6.7. Let R ∈ R
(k)
C and let Γ be a valued structure with domain C and an automorphism

α ∈ Aut(Γ) which does not preserve R. Then R /∈ Imp(fPol(Γ)(1)).

Proof. Since α does not preserve R, there exists a ∈ Ck such that R(a) 6= R(α(a)). If R(α(a)) >

R(a), then let ω ∈ F
(1)
C be the fractional operation defined by ω(α) = 1. Then ω improves

every weighted relation of Γ and does not improve R. If R(α(a)) < R(a), then the fractional
polymorphism ω of Γ given by ω(α−1) = 1 does not improve R. �

Parts of the arguments in the proof of the following lemma can be found in the proof of [43,
Lemma 7.2.1]; however, note that the author works with a more restrictive notion of fractional
operation, so we cannot cite this result.

Lemma 6.8. For every valued τ-structure Γ over a countable domain C we have

〈Γ〉 ⊆ Imp(fPol(Γ)).

Proof. Let ω ∈ fPol(Γ)(ℓ). By definition, ω improves every weighted relation R of Γ. It is clear that
ω also preserves φ∅. To see that ω preserves φ=, let a

1, . . . , aℓ ∈ C2. Note that either ai1 = ai2 for

every i ∈ {1, . . . , ℓ}, in which case f(a11, . . . , a
ℓ
1) = f(a12, . . . , a

ℓ
2) for every f ∈ O

(ℓ)
C , and hence

Eω[f 7→ φ=(f(a
1, . . . , aℓ))] = 0 =

1

ℓ

ℓ∑

j=1

φ=(a
j).

or ai1 6= ai2 for some i ∈ {1, . . . , ℓ}, in which case 1
ℓ

∑ℓ

j=1 φ=(a
j) = ∞ and the inequality in (6) is

again satisfied.
The statement is also clear for weighted relations obtained from weighted relations in Γ by non-

negative scaling and addition of constants, since these operations preserve the inequality in (6) by
the linearity of expectation.

Let φ(x1, . . . , xk, y1, . . . , yn) be a τ -expression. We need to show that the fractional operation ω
improves the k-ary weighted relation R defined for every a ∈ Ck by R(a) = infb∈Cn φΓ(a, b). Since
φ is a τ -expression, there are Ri ∈ τ such that

φ(x1, . . . , xk, y1, . . . , yn) =

m∑

i=1

Ri(xpi
1
, . . . , xpi

ki

, yqi1 , . . . , yqini
)

for some ki, ni ∈ N, pi1, . . . , p
i
ki

∈ {1, . . . , k} and qi1, . . . , q
i
ni

∈ {1, . . . , n}.
In this paragraph, if v = (v1, . . . , vt) ∈ Ct and i1, . . . , is ∈ {1, . . . , t}, we will write vi1,...,is for

the tuple (vi1 , . . . , vis) for short. Let a1, . . . , aℓ ∈ Ck. Let ε > 0 be a rational number. From the
definition of an infimum, for every j ∈ {1, . . . , ℓ}, there is bj ∈ Cn such that

R(aj) ≤ φ(aj , bj) < R(aj) + ε.

Moreover, for every f ∈ O
(ℓ)
C ,

R(f(a1, . . . , aℓ)) ≤ φ(f(a1, . . . , aℓ), f(b1, . . . , bℓ)).
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By linearity and monotonicity of expectation, we obtain

Eω[f 7→ R(f(a1, . . . , aℓ))] ≤ Eω[f 7→ φ(f(a1, . . . , aℓ), f(b1, . . . , bℓ))]

= Eω[f 7→
m∑

i=1

Ri((f(a
1, . . . , aℓ))pi

1,...,p
i
ki

, (f(b1, . . . , bℓ))qi1,...,qini

)]

=

m∑

i=1

Eω [f 7→ Ri((f(a
1, . . . , aℓ))pi

1,...,p
i
ki

, (f(b1, . . . , bℓ))qi1,...,qini

)].

Since ω improves Ri for every i ∈ {1, . . . ,m}, the last row of the inequality above is at most

m∑

i=1

1

ℓ

ℓ∑

j=1

Ri(a
j

pi
1,...,p

i
ki

, bj
qi1,...,q

i
ni

) =
1

ℓ

ℓ∑

j=1

m∑

i=1

Ri(a
j

pi
1,...,p

i
ki

, bj
qi1,...,q

i
ni

)

=
1

ℓ

ℓ∑

j=1

φ(aj , bj) <
1

ℓ

ℓ∑

j=1

R(aj) + ε.

Since ε was arbitrary, it follows that ω improves R.
Finally, we prove that Imp(fPol(Γ)) is closed under Feas and Opt. Let R ∈ τ be of arity

k and define S = Feas(R) and T = Opt(R). We aim to show that S, T ∈ Imp(fPol(Γ)). Let

s1, . . . , sℓ ∈ Ck. If S(si) = ∞ for some i ∈ {1, . . . , ℓ}, then 1
ℓ

∑ℓ

j=1 S(s
j) = ∞ and hence ω

satisfies (6) (with R replaced by S) for the tuples s1, . . . , sℓ. So suppose that S(si) = 0 for all
i ∈ {1, . . . , ℓ}, i.e., R(si) is finite for all i. Since ω improves R it holds that

Eω[f 7→ R(f(s1, . . . , sℓ))] ≤
1

ℓ

ℓ∑

j=1

R(sj) (7)

and hence the expected value on the left-hand side is finite as well. By (21) in Appendix A,

Eω[f 7→ R(f(s1, . . . , sℓ))] =
∑

t∈Ck

R(t)ω(Ss1,...,sℓ,t), (8)

which implies that R(t) is finite and S(t) = 0 unless ω(Ss1,...,sℓ,t) = 0. Consequently (again by
(21)),

Eω[f 7→ S(f(s1, . . . , sℓ))] =
∑

t∈Ck

S(t)ω(Ss1,...,sℓ,t) = 0 =
1

ℓ

ℓ∑

j=1

S(sj).

It follows that ω improves S.
Moving to the weighted relation T , we may again assume without loss of generality that T (si) = 0

for every i ∈ {1, . . . , ℓ} as we did for S. This means that c := R(s1) = · · · = R(sℓ) ≤ R(b) for every
b ∈ Ck. Therefore, the right-hand side in (7) is equal to c and by combining it with (8) we get

∑

t∈Ck

R(t)ω(Ss1,...,sℓ,t) ≤ c.

Together with the assumption that R(t) ≥ c for all t ∈ Ck and ω being a probability distribution
we obtain that R(t) = c and T (t) = 0 unless ω(Ss1,...,sℓ,t) = 0, and hence

Eω[f 7→ T (f(s1, . . . , sℓ))] =
∑

t∈Ck

T (t)ω(Ss1,...,sℓ,t) = 0 =
1

ℓ

ℓ∑

j=1

T (sj).
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This concludes the proof that ω improves T . �

Example 6.9. Let < be the binary relation on {0, 1} and Γ< the valued structure from Example 2.2.
By definition, Opt(<) ∈ 〈Γ<〉. Denote the minimum operation on {0, 1} by min and let ω be a binary
fractional operation defined by ω(min) = 1. Note that ω ∈ fPol({0, 1}; Opt(<)). However,

<

(
min

((
0
1

)
,

(
0
0

)))
= <(0, 0) = 1,

while (1/2) · <(0, 1) + (1/2) · <(0, 0) = 1/2. This shows that ω does not improve < and hence
< 6∈ 〈({0, 1}; Opt(<))〉 by Lemma 6.8.

7. Polynomial-time Tractability via Canonical Fractional Polymorphisms

In this section we make use of a tractability result for finite-domain VCSPs of Kolmogorov,
Krokhin, and Rolinek [32], which itself was building on earlier work of Kolmogorov, Thapper, and
Živný [33, 42].

Definition 7.1. An operation f : Cℓ → C for ℓ ≥ 2 is called cyclic if

f(x1, . . . , xℓ) = f(x2, . . . , xℓ, x1)

for all x1, . . . , xℓ ∈ C. Let Cyc
(ℓ)
C ⊆ O

(ℓ)
C be the set of all operations on C of arity ℓ that are cyclic.

If G is a permutation group on a set C, then G denotes the closure of G in the space of functions
from C → C with respect to the topology of pointwise convergence. Note that G might contain
some operations that are not surjective, but if G = Aut(B) for some structureB, then all operations
in G are still embeddings of B into B that preserve all first-order formulas.

Definition 7.2. Let G be a permutation group on the set C. An operation f : Cℓ → C is called
pseudo cyclic with respect to G if there are e1, e2 ∈ G such that for all x1, . . . , xℓ ∈ C

e1(f(x1, . . . , xℓ)) = e2(f(x2, . . . , xℓ, x1)).

Let PC
(ℓ)
G ⊆ O

(ℓ)
C be the set of all operations on C of arity ℓ that are pseudo cyclic with respect to

G.

Note that PC
(ℓ)
G ∈ B(O

(ℓ)
C ). Indeed, the complement can be written as a countable union of sets

of the form Sa1,...,aℓ,b where for all f ∈ O
(ℓ)
C the tuples f(a1, . . . , aℓ) and f(a2, . . . , aℓ, a1) lie in

different orbits with respect to G.

Definition 7.3. Let G be a permutation group with domain C. An operation f : Cℓ → C for ℓ ≥ 2
is called canonical with respect to G if for all k ∈ N and a1, . . . , aℓ ∈ Ck the orbit of the k-tuple

f(a1, . . . , aℓ) only depends on the orbits of a1, . . . , aℓ with respect to G. Let Can
(ℓ)
G ⊆ O

(ℓ)
C be the

set of all operations on C of arity ℓ that are canonical with respect to G.

Note that Can
(ℓ)
G ∈ B(O

(ℓ)
C ), since the complement is a countable union of sets of the form

Sa1,...,aℓ,b ∩ Sc1,...,cℓ,d where for all i ∈ {1, . . . , ℓ} the tuples ai and ci lie in the same orbit with
respect to G, but b and d do not.

Remark 7.4. Note that if h is an operation over C of arity ℓ which is canonical with respect to
G, then h induces for every k ∈ N an operation h∗ of arity ℓ on the orbits of k-tuples of G. Note
that if h is pseudo cyclic with respect to G, then h∗ is cyclic.
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Definition 7.5. A fractional operation ω is called pseudo cyclic with respect to G if for every

A ∈ B(O
(ℓ)
C ) we have ω(A) = ω(A∩PC

(ℓ)
G ). Canonicity with respect to G and cyclicity for fractional

operations are defined analogously.

We refer to Section 8.3 for examples of concrete fractional polymorphisms of valued structures
Γ that are cyclic and canonical with respect to Aut(Γ). If the reference to a specific permutation
group G is clear, then we omit for cyclicity and canonicity the specification ‘with respect to G’.

We will prove below that canonical pseudo cyclic fractional polymorphisms imply polynomial-
time tractability of the corresponding VCSP. We prove this result by reducing to tractable VCSPs
over finite domains. Motivated by Theorem 3.4 and the infinite-domain tractability conjecture
from [10], we state these results for valued structures related to finitely bounded homogeneous
structures.

Definition 7.6 (Γ∗
m). Let Γ be a valued structure with signature τ such that Aut(Γ) contains the

automorphism group of a homogeneous structure B with a finite relational signature. Let m be at
least as large as the maximal arity of the relations of B. Let Γ∗

m be the following valued structure.

• The domain of Γ∗
m is the set of orbits of m-tuples of Aut(Γ).

• For every R ∈ τ of arity k ≤ m the signature of Γ∗
m contains a unary relation symbol R∗,

which denotes in Γ∗
m the unary weighted relation that returns on the orbit of an m-tuple

t = (t1, . . . , tm) the value of RΓ(t1, . . . , tk) (this is well-defined, because the value is the
same for all representatives t of the orbit).

• For every p ∈ {1, . . . ,m} and i, j : {1, . . . , p} → {1, . . . ,m} there exists a binary relation
Ci,j which returns 0 for two orbits of m-tuples O1 and O2 if for every s ∈ O1 and t ∈ O2 we
have that (si(1), . . . , si(p)) and (tj(1), . . . , tj(p)) lie in the same orbit of p-tuples of Aut(Γ),
and returns ∞ otherwise.

Note that Aut(B) and hence Aut(Γ) has finitely many orbits of k-tuples for every k ∈ N and
therefore Γ∗

m has a finite domain. The following generalises a known reduction for CSPs from [8].

Theorem 7.7. Let Γ be a valued structure such that Aut(Γ) equals the automorphism group of a
finitely bounded homogeneous structure B. Let r be the maximal arity of the relations of B and the
weighted relations in Γ, let v be the maximal number of variables that appear in a single conjunct
of the universal sentence ψ that describes the age of B, and let m ≥ max(r+1, v, 3). Then there is
a polynomial-time reduction from VCSP(Γ) to VCSP(Γ∗

m).

Proof. Let τ be the signature of Γ and τ∗ be the signature of Γ∗
m. Let φ be an instance of VCSP(Γ)

with threshold u and let V be the variables of φ. Create a variable y(x̄) for every x̄ = (x1, . . . , xm) ∈
V m. For every summand R(x1, . . . , xk) of φ and we create a summand R∗(y(x1, . . . , xk, . . . , xk));
this makes sense since m ≥ r. For every x̄, x̄′ ∈ V m, p ∈ {1, . . . ,m}, and i, j : {1, . . . , p} →
{1, . . . ,m}, add the summand Ci,j(y(x̄), y(x̄

′)) if (xi(1), . . . , xi(p)) = (x′
j(1), . . . , x

′
j(p)); we will refer

to these as compatibility constraints. Let φ∗ be the resulting τ∗-expression. Clearly, φ∗ can be
computed from φ in polynomial time.

Suppose first that (φ, u) has a solution; it will be notationally convenient to view the solution as
a function f from the variables of φ to the elements of Γ (rather than a tuple). We claim that the
map f∗ which maps y(x̄) to the orbit of f(x̄) in Aut(Γ) is a solution for (φ∗, u). And indeed, each
of the summands involving a symbol Ci,j evaluates to 0, and (φ∗)Γ

∗

m equals φΓ.
Now suppose that (φ∗, u) has a solution f∗. To construct a solution f to (φ, u), we first define

an equivalence relation ∼ on V . For x1, x2 ∈ V , define x1 ∼ x2 if a (equivalently: every) tuple t
in f∗(y(x1, x2, . . . , x2)) satisfies t1 = t2. Clearly, ∼ is reflexive and symmetric. To verify that ∼ is
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transitive, suppose that x1 ∼ x2 and x2 ∼ x3. In the following we use that m ≥ 3. Let i be the
identity map on {1, 2}, let j : {1, 2} → {2, 3} be given by x 7→ x+ 1, and let j′ : {1, 2} → {1, 3} be
given by j′(1) = 1 and j′(2) = 3. Then φ∗ contains the conjuncts

Ci,i(y(x1, x2, x2, . . . , x2), y(x1, x2, x3, . . . , x3)),

Ci,j(y(x2, x3, x3, . . . , x3), y(x1, x2, x3, . . . , x3)),

Ci,j′ (y(x1, x3, x3, . . . , x3), y(x1, x2, x3, . . . , x3)).

Let t be a tuple from f∗(y(x1, x2, x3, . . . , x3)). Then it follows from the conjuncts with the relation
symbols Ci,i and Ci,j that t1 = t2 and t2 = t3, and therefore t1 = t3. Thus we obtain from the
conjunct with Ci,j′ that x1 ∼ x3.

Claim 0. For all equivalence classes [x1]∼, . . . , [xm]∼, t ∈ f∗(y(x1, . . . , xm)), S ∈ σ of arity k,
and j : {1, . . . , k} → {1, . . . ,m}, whether B |= S(tj(1), . . . , tj(k)) does not depend on the choice of
the representatives x1, . . . , xm. It suffices to show this statement if we choose another representative
x′i for [xi]∼ for some i ∈ {1, . . . ,m}, because the general case then follows by induction.

Suppose that for every t ∈ f∗(y(x1, . . . , xm)) we have B |= S(tj(1), . . . , tj(k)); we have to show
that for every t′ ∈ f∗(y(x1, . . . , xi−1, x

′
i, xi+1, . . . , xm)) we have B |= S(t′j(1), . . . , t

′
j(k)). If i /∈

{j(1), . . . , j(k)}, then φ∗ contains

Cj,j(y(x1, . . . , xm), y(x1, . . . , xi−1, x
′
i, xi+1, . . . , xm))

and hence B |= S(t′j(1), . . . , t
′
j(k)). Now suppose that i ∈ {j(1), . . . , j(k)}; for the sake of notation

we suppose that i = j(1). By the definition of ∼, and since xj(1) ∼ x′j(1), every tuple t′′ ∈

f∗(y(xj(1), x
′
j(1), . . . , x

′
j(1))) satisfies t

′′
1 = t′′2 . Let t̃ be a tuple from

f∗(y(xj(1), . . . , xj(k), x
′
j(1), . . . , x

′
j(1))).

(Here we use that m ≥ r + 1.)

• B |= S(t̃1, . . . , t̃k) because of a compatibility constraint between y(x1, . . . , xm) and y(xj(1),
. . . , xj(k), x

′
j(1), . . . , x

′
j(1)) in φ

∗;

• t̃1 = t̃k+1 because of a compatibility constraint between y(xj(1), . . . , xj(k), x
′
j(1), . . . , x

′
j(1))

and y(xj(1), x
′
j(1), . . . , x

′
j(1)) and xj(1) ∼ x′j(1) in φ

∗;

• hence, B |= S(t̃k+1, t̃2, . . . , t̃k);
• B |= S(t′j(1), t

′
j(2), . . . , t

′
j(k)) because of a compatibility constraint between the variables

y(xj(1), . . . , xj(k), x
′
j(1), . . . , x

′
j(1)) and y(x1, . . . , xi−1, x

′
i, xi+1, . . . , xm) in φ∗: namely, if

j′ : {1, . . . , k} → {1, . . . ,m} is the map that coincides with the identity map except that
j′(1) := k + 1, then φ∗ contains

Cj,j′
(
y(x1, . . . , xi−1, x

′
i, xi+1, . . . , xm), y(xj(1), . . . , xj(k), x

′
j(1), . . . , x

′
j(1))

)
.

This concludes the proof of Claim 0.

Now we can define a structure C in the signature σ of B on the equivalence classes of ∼. If
S ∈ σ has arity k, j1, . . . , jk ∈ {1, . . . ,m}, and [x1]∼, . . . , [xm]∼ are equivalence classes of ∼ such
that the tuples t in f∗(y(x1, . . . , xm)) satisfy SB(tj1 , . . . , tjk) for some representatives x1, . . . xm
(equivalently, for all representatives, by Claim 0), then add ([xj1 ]∼, . . . , [xjk ]∼) to SC. No other
tuples are contained in the relations of C.

Claim 1. If [x1]∼, . . . , [xm]∼ are equivalence classes of ∼, and t ∈ f∗(y(x1, . . . , xm)), then
[xi]∼ 7→ ti, for i ∈ {1, . . . ,m}, is an isomorphism between a substructure of C and a substructure
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of B for any choice of representatives x1, . . . , xm. First note that [xi]∼ = [xj ]∼ if and only if
ti = tj , so the map is well-defined and bijective. Let S ∈ σ be of arity k and j : {1, . . . , k} →
{1, . . . ,m}. If B |= S(tj(1), . . . , tj(k)), then C |= S([xj(1)]∼, . . . , [xj(k)]∼) by the definition of C.
Conversely, suppose that C |= S([xj(1)]∼, . . . [xj(k)]∼). By Claim 0 and the definition of C, there
is t′ ∈ f∗(y(x1, . . . , xm)) such that B |= S(t′j(1), . . . , t

′
j(k)). Since f∗(y(x1, . . . , xm)) is an orbit of

Aut(B), we have B |= S(tj(1), . . . , tj(k)) as well.

Claim 2. C embeds into B. It suffices to verify that C satisfies each conjunct of the universal
sentence ψ. Let ψ′(x1, . . . , xq) be such a conjunct, and let [c1]∼, . . . , [cq]∼ be elements of C. Let
t be a tuple from the orbit f∗(y(c1, . . . , cq, . . . , cq)) of Aut(Γ); this makes sense since m ≥ v.
Since t1, . . . , tq are elements of B, the tuple (t1, . . . , tq) satisfies ψ′. Claim 1 then implies that
([c1]∼, . . . , [cq]∼) satisfies ψ

′.

Let e be an embedding of C to B. For every x ∈ V , define f(x) = e([x]∼). Note that for every
summand R(x1, . . . , xk) in φ and t ∈ f∗(y(x1, . . . , xk, . . . , xk)), we have

R∗(f∗(y(x1, . . . , xk, . . . , xk))) = R(t1, . . . , tk) = R(e([x1]∼), . . . , e([xk]∼)) = R(f(x1), . . . , f(xk)),

where the middle equality follows from ti 7→ e([xi]∼) being a partial isomorphism of B by Claim
1 and 2, which by the homogeneity of B extends to an automorphism of B and therefore also an
automorphism of Γ. Since f∗ is a solution to (φ∗, u), it follows from the construction of φ∗ that f
is a solution to (φ, u). �

Let G be a permutation group that contains the automorphism group of a homogeneous structure
with a finite relational signature of maximal arity k. A fractional operation ω over the domain C
of Γ of arity ℓ which is canonical with respect to G induces a fractional operation ω∗ on the orbits
of k-tuples of G, given by

ω∗(A) := ω
(
{f ∈ Can

(ℓ)
G | f∗ ∈ A}

)
,

for every subset A of the set of operations of arity ℓ on the finite domain of Γ∗
k (all such subsets

are Borel). Note that {f ∈ Can
(ℓ)
G | f∗ ∈ A} is a measurable subset of O

(ℓ)
C . Also note that if ω is

pseudo cyclic, then ω∗ is cyclic. Statements about the fractional polymorphisms of Γ∗
m lift back to

statements about the fractional polymorphisms of Γ via the following useful lemma.

Lemma 7.8. Let Γ be a valued structure such that Aut(Γ) equals the automorphism group G of a
finitely bounded homogeneous structure and let m be as in Theorem 7.7. Let ν ∈ fPol(Γ∗

m) be cyclic.
Then there exists ω ∈ fPol(Γ) which is canonical with respect to G such that ω∗ = ν.

Proof. Let C be the domain of Γ, let D be the domain of Γ∗
m, and let ℓ be the arity of ν. Suppose

that ν(f) > 0 for some operation f . Then there exists a function g : Cℓ → C which is canonical
with respect to G such that g∗ = f by Lemma 4.9 in [8] (also see Lemma 10.5.12 in [5]). For every

such f , choose g such that g∗ = f and define ω(g) := ν(f) and ω(h) := 0 for all other h ∈ O
(ℓ)
C .

Since the domain of Γ∗
m is finite, this correctly defines a fractional operation ω of the same arity ℓ
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as ν. It also improves every weighted relation R of Γ: if R has arity k, and a1, . . . , aℓ ∈ Ck, then

Eω[g 7→ R(g(a1, . . . , aℓ))] =
∑

g∈O
(ℓ)
C

ω(g)R(g(a1, . . . , aℓ))

=
∑

f∈O
(ℓ)
D

ν(f)R∗(f(a1, . . . , aℓ)1, . . . , f(a
1, . . . , aℓ)k, . . . , f(a

1, . . . , aℓ)k)

≤
1

ℓ

ℓ∑

j=1

R∗(aj1, . . . , a
j
k, . . . , a

j
k)

=
1

ℓ

ℓ∑

j=1

R(aj1, . . . , a
j
k). �

Lemma 7.9. Let G be the automorphism group of a homogeneous structure B with a relational

signature of maximal arity m. If ω ∈ F
(ℓ)
C is canonical with respect to G such that ω∗ (defined on

the orbits of m-tuples of G) is cyclic, then ω is pseudo cyclic with respect to G.

Proof. We use the fact that if f is canonical with respect to G such that f∗ (defined on the orbits
of m-tuples) is cyclic, then f is pseudo cyclic (see the proof of Proposition 6.6 in [10]; also see
Lemma 10.1.5 in [5]). Let C be the domain of Γ and let a1, . . . , aℓ, b ∈ Cm. It suffices to show that

ω(Sa1,...,aℓ,b ∩ PC
(ℓ)
G ) = ω(Sa1,...,aℓ,b). Indeed,

ω(Sa1,...,aℓ,b) = ω(Sa1,...,aℓ,b ∩ Can
(ℓ)
G ) (canonicity of ω)

= ω∗
(
{f∗ | f ∈ Sa1,...,aℓ,b ∩Can

(ℓ)
G }
)

(definition of ω∗)

= ω∗
(
{f∗ | f ∈ Sa1,...,aℓ,b ∩Can

(ℓ)
G } ∩ Cyc

(ℓ)
C

)
(by assumption)

= ω∗
(
{f∗ | f ∈ Sa1,...,aℓ,b ∩Can

(ℓ)
G ∩PC

(ℓ)
G }
)

(fact mentioned above and Remark 7.4)

= ω(Sa1,...,aℓ,b ∩ Can
(ℓ)
G ∩PC

(ℓ)
G )

= ω(Sa1,...,aℓ,b ∩ PC
(ℓ)
G ). �

7.1. Fractional Polymorphims on Finite Domains. For studying canonical operations, we can
use known results about operations on finite domains.

Definition 7.10. Let ω be a fractional operation of arity ℓ on a finite domain C. Then the support
of ω is the set

Supp(ω) = {f ∈ O
(ℓ)
C | ω(f) > 0}.

If F is a set of fractional operations, then

Supp(F ) :=
⋃

ω∈F

Supp(ω).

Note that, a fractional operation ω on a finite domain is determined by the values ω(f),
f ∈ Supp(ω), in contrast to fractional operations on infinite domains. Moreover, a fractional
polymorphism ω of a valued structure with a finite domain is cyclic if and only if all operations in
its support are cyclic, in accordance to the definitions from [34]. An operation f : C4 → C is called
Siggers if f(a, r, e, a) = f(r, a, r, e) for all a, r, e ∈ C.
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Lemma 7.11. Let Γ and ∆ be valued structures with finite domains that are fractionally homo-
morphically equivalent.

• If Γ has a cyclic fractional polymorphism, then ∆ has a cyclic fractional polymorphism of
the same arity.

• If Supp(fPol(Γ)) contains a cyclic operation, then Supp(fPol(∆)) contains a cyclic operation
of the same arity.

Proof. Let C be the domain of Γ and let D be the domain of ∆. Let ν1 be a fractional homo-
morphism from Γ to ∆, and let ν2 be a fractional homomorphism from ∆ to Γ. Define ν′2 as the
fractional homomorphism from ∆ℓ to Γℓ as follows. If f : D → C, then f ′ denotes the map from
Dℓ to Cℓ given by (c1, . . . , cℓ) 7→ (f(c1), . . . , f(cℓ)). Define ν′2(f

′) := ν2(f) and ν′2(h) = 0 for all
other h : Dℓ → Cℓ; since C and D are finite, this defines a fractional operation.

Suppose that ω is a fractional polymorphism of Γ of arity ℓ. Then ω′ := ν1 ◦ω ◦ ν′2 is a fractional
homomorphism from ∆ℓ to ∆ (see Lemma 5.6), and hence a fractional polymorphism of ∆ (see
Remark 6.4). Note that if ω is cyclic, then ω′ is cyclic; this shows that first statement of the lemma.

Next, suppose that there exists ω ∈ fPol(ℓ)(Γ) such that Supp(ω) contains a cyclic operation g of
arity ℓ. Since the domain C of Γ is finite, there exists a function f1 : C → D such that ν1(f1) > 0
and a function f2 : D → C such that ν2(f2) > 0. Note that f1 ◦ g ◦ f ′

2 : D
ℓ → D is cyclic since g is

cyclic, and that ω′(f1 ◦ g ◦ f ′
2) > 0. �

The following definition is taken from [34].

Definition 7.12 (core). A valued structure Γ over a finite domain is called a core if all operations
in Supp(fPol(Γ))(1) are injective.

We have been unable to find an explicit reference for the following proposition, but it should be
considered to be known; we also present a proof as a guide to the literature.

Proposition 7.13. Let Γ be a valued structure with a finite domain. Then there exists a core
valued structure ∆ over a finite domain which is fractionally homomorphically equivalent to Γ.

Proof. Let C be the domain of Γ. If Γ itself is a core then there is nothing to be shown, so we

may assume that there exists a non-injective f ∈ Supp(fPol(1)(Γ)). Since C is finite, we have
that D := f(C) 6= C; let ∆ be the valued structure with domain D and the same signature as Γ
whose weighted relations are obtained from the corresponding weighted relations of Γ by restriction
to D. It then follows from Lemma 15 in [34] in combination with Remark 5.8 that Γ and ∆ are
fractionally homomorphically equivalent. After applying this process finitely many times, we obtain
a core valued structure that is fractionally homomorphically equivalent to Γ. �

The following lemma is a variation of Proposition 39 from [34], which is phrased there only for
valued structures Γ that are cores and for idempotent cyclic operations.

Lemma 7.14. Let Γ be a valued structure over a finite domain. Then Γ has a cyclic fractional
polymorphism if and only if Supp(fPol(Γ)) contains a cyclic operation.

Proof. The forward implication is trivial. We prove the reverse implication. Let ∆ be a core
valued structure over a finite domain that is homomorphically equivalent to Γ, which exists by
Proposition 7.13. By Lemma 7.11, Supp(fPol(∆)) contains a cyclic operation. Then Supp(fPol(∆))
contains even an idempotent cyclic operation: If c ∈ Supp(fPol(∆)) is cyclic, then the operation
c0 : x 7→ c(x, . . . , x) is in Supp(fPol(∆)) as well. Since ∆ is a finite core, c0 is bijective and
therefore c−1

0 (which is just a finite power of c0) and the idempotent cyclic operation c−1
0 ◦ c
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lie in Supp(fPol(∆)). By Proposition 39 in [34], ∆ has a cyclic fractional polymorphism and by
Lemma 7.11, Γ also has one. �

The following outstanding result classifies the computational complexity of VCSPs for valued
structures over finite domains; it does not appear in this form in the literature, but we explain
how to derive it from results in [11, 32, 34, 45, 46]. In the proof, if C is a finite relational structure
(understood also as a valued structure), we denote by Pol(C) the set Supp(fPol(C)); this notation
is consistent with the literature since the set Supp(fPol(C)) concides with the set of polymorphisms
of a relational structure.

Theorem 7.15. Let Γ be a valued structure with a finite signature and a finite domain. If
({0, 1}; OIT) does not have a pp-construction in Γ, then Γ has a fractional cyclic polymorphism,
and VCSP(Γ) is in P, and it is NP-hard otherwise.

Proof. If ({0, 1}; OIT) has a pp-construction in Γ, then the NP-hardness of VCSP(Γ) follows from
Corollary 5.12. So assume that ({0, 1}; OIT) does not have a pp-construction in Γ.

Let C be a classical relational structure on the same domain as Γ such that Pol(C) = Supp(fPol(Γ));
it exists since Supp(fPol(Γ)) contains projections by Remark 6.5 and is closed under composition
by Lemma 5.6 and Remark 6.4. Note that therefore fPol(Γ) ⊆ fPol(C) and since Γ has a finite do-
main, [22, Theorem 3.3] implies that every relation of C lies in 〈Γ〉. Since Γ does not pp-construct
({0, 1}; OIT), neither does C, and in particular, C does not pp-construct ({0, 1}; OIT) in the clas-
sical relational setting (see [3, Definition 3.4, Corollary 3.10]). Combining Theorems 1.4 and 1.8
from [3], Pol(C) contains a cyclic operation.

Since Supp(fPol(Γ)) contains a cyclic operation, by Lemma 7.14, Γ has a cyclic fractional poly-
morphism. Then Kolmogorov, Roĺınek, and Krokhin [32] prove that in this case CSP(Γ) can be
reduced to a finite-domain CSP with a cyclic polymorphism; such CSPs were shown to be in P by
Bulatov [11] and, independently, by Zhuk [46]. �

The problem of deciding for a given valued structure Γ with finite domain and finite signa-
ture whether Γ satisfies the condition given in the previous theorem can be solved in exponential
time [31]. We now state consequences of this result for certain valued structures with an infinite
domain.

Proposition 7.16. Let B be a finitely bounded homogeneous structure and let Γ be a valued struc-
ture with finite relational signature such that Aut(Γ) = Aut(B). Let m be as in Theorem 7.7. Then
the following are equivalent.

(1) fPol(Γ) contains a fractional operation which is canonical and pseudo cyclic with respect to
Aut(B);

(2) fPol(Γ∗
m) contains a cyclic fractional operation;

(3) Supp(fPol(Γ∗
m)) contains a cyclic operation.

(4) Supp(fPol(Γ∗
m)) contains a Siggers operation.

Proof. We first prove the implication from (1) to (2). If ω is a fractional polymorphism of Γ, then
ω∗ is a fractional polymorphism of Γ∗

m: the fractional operation ω∗ improves R∗ because ω improves
R, and ω∗ improves Ci,j for all i, j because ω is canonical with respect to G. Finally, if ω is pseudo
cyclic with respect to G, then ω∗ is cyclic.

The implication from (2) to (1) is a consequence of Lemma 7.8 and Lemma 7.9. The equivalence
of (2) and (3) follows from Lemma 7.14. The equivalence of (3) and (4) is proved in [5, Theorem
6.9.2]; the proof is based on [2, Theorem 4.1]. �
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Note that item (4) in the previous proposition can be decided algorithmically for a given valued
structure Γ∗

m (which has a finite domain and finite signature).

Theorem 7.17. If the conditions from Proposition 7.16 hold, then VCSP(Γ) is in P.

Proof. If Γ∗
m has a cyclic fractional polymorphism of arity ℓ ≥ 2, then the polynomial-time tractabil-

ity of VCSP(Γ∗
m) follows from Theorem 7.15. For m large enough, we may apply Theorem 7.7 and

obtain a polynomial-time reduction from VCSP(Γ) to VCSP(Γ∗
m), which concludes the proof. �

8. Application: Resilience

A research topic that has been studied in database theory is the computational complexity of
the so-called resilience problem [20,21,37]. We formulate it here for the case of conjunctive queries
and, more generally, for unions of conjunctive queries. We generally work with Boolean queries,
i.e., queries without free variables. Our results, however, can be extended also to the non-Boolean
case. A conjunctive query is a primitive positive τ -sentence and a union of conjunctive queries is
a (finite) disjunction of conjunctive queries. Note that every existential positive sentence can be
written as a union of conjunctive queries.

Let τ be a finite relational signature and µ a conjunctive query over τ . The input to the resilience
problem for µ consists of a finite τ -structure A, called a database1, and the task is to compute the
number of tuples that have to be removed from relations of A so that A does not satisfy µ. We call
this number the resilience of A (with respect to µ). As usual, this can be turned into a decision
problem where the input also contains a natural number u ∈ N and the question is whether the
resilience is at most u. Clearly, A does not satisfy µ if and only if its resilience equals 0. The
computational complexity of this problem depends on µ and various cases that can be solved in
polynomial time and that are NP-hard have been described in [20, 21, 37]. A general classification,
however, is open.

A natural variation of the problem is that the input database is a bag database, meaning that
it may contain tuples with multiplicities, i.e., the same tuple may have multiple occurrences in the
same relation. Formally, a bag database is a valued structure with all weights (which represent
multiplicities) taken from N. Resilience on bag databases was introduced by Makhija and Gatter-
bauer [37] who also present a conjunctive query for which the resilience problem with multiplicities
is NP-hard whereas the resilience problem without multiplicities is in P. Note that bag databases
are of importance because they represent SQL databases more faithfully than set databases [14].
Bag databases often require different methods than set databases [14, 28]. In this paper, we exclu-
sively consider bag databases. Note that if the resilience problem of a query µ can be solved in
polynomial time on bag databases, then also the resilience problem on set databases can be solved
in polynomial time.

A natural generalization of the basic resilience problem defined above is obtained by admitting
the decoration of databases with a subsignature σ ⊆ τ , in this way declaring all tuples in RA,
R ∈ σ, to be exogenous. This means that we are not allowed to remove such tuples from A to make
µ false; the tuples in the other relations are then called endogenous. For brevity, we also refer to
the relations in τ as being exogenous/endogenous. If not specified, then σ = ∅, i.e., all tuples are
endogenous. Different variants of exogenous tuples were studied [37]. However, in bag semantics all

1To be precise, a finite relational structure is not exactly the same as a database because the latter may not
contain elements that do not contain in any relation. This difference, however, is inessential for the problems studied
in this paper.
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Fixed: a relational signature τ , a subset σ ⊆ τ , and a union µ of conjuctive queries over τ .
Input: A bag database A in signature τ and u ∈ N.
m := minimal number of tuples to be removed from the relations in {RA | R ∈ τ \ σ}
so that A 6|= µ.
Output: Is m ≤ u?

Figure 1. The resilience problem considered in this paper.

x y z

0

1

Figure 2. The query µ from Example 8.1 (on the left) and the corresponding
structure B (on the right).

of them are polynomial-time equivalent to a problem of this form, see Remark 8.16. In this paper,
we generally admit exogeneous relations. The resilience problem that we study is given in Figure 1.

We next explain how to represent resilience problems as VCSPs using appropriately chosen valued
structures with oligomorphic automorphism groups.

Example 8.1. The following query is taken from Meliou, Gatterbauer, Moore, and Suciu [38]; they
show how to solve its resilience problem without multiplicities in polynomial time by a reduction to
a max-flow problem. Let µ be the query

∃x, y, z
(
R(x, y) ∧ S(y, z)

)
.

Observe that a finite τ-structure satisfies µ if and only if it does not have a homomorphism to
the τ-structure B with domain B = {0, 1} and the relations RB = {(0, 1), (1, 1)} and SB =
{(0, 0), (0, 1)} (see Figure 2). We turn B into the valued structure Γ with domain {0, 1} where
RΓ(0, 1) = RΓ(1, 1) = 0 = SΓ(0, 0) = SΓ(0, 1) and RΓ and SΓ take value 1 otherwise. Then
VCSP(Γ) is precisely the resilience problem for µ (with multiplicities). Our results reprove the
result from [37] that even with multiplicities, the problem can be solved in polynomial time (see
Theorem 7.17, Proposition 8.15 and Example 8.12).

Example 8.2. Let µ be the conjunctive query

∃x, y, z(R(x, y) ∧ S(x, y, z)).

This query is linear in the sense of Freire, Gatterbauer, Immerman, and Meliou and thus its
resilience problem without multiplicities can be solved in polynomial time (Theorem 4.5 in [38]; also
see Fact 3.18 in [19]). Our results reprove the result from [37] that this problem remains polynomial-
time solvable with multiplicities (see Theorem 7.17, Proposition 8.15 and Example 8.17).
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Remark 8.3. Note that if the resilience problem (with or without multiplicities) for a union µ of
conjunctive queries is in P, then also the computational problem of finding tuples to be removed
from the input database A so that A 6|= µ is in P. To see this, let u ∈ N be threshold. If u = 0,
then no tuple needs to be found and we are done. Otherwise, for every tuple t in a relation RA,
we remove t from RA and test the resulting database with the threshold u − m, where m is the
multiplicity of t. If the modified instance is accepted, then t is a correct tuple to be removed and we
may proceed to find a solution of this modified instance.

8.1. Connectivity. We show that when classifying the resilience problem for conjunctive queries,
it suffices to consider queries that are connected.

The canonical database of a conjunctive query µ with relational signature τ is the τ -structure
A whose domain are the variables of µ and where a ∈ RA for R ∈ τ if and only if µ contains
the conjunct R(a). A τ -structure is connected if it cannot be written as the disjoint union of two
τ -structures with non-empty domains. Conversely, the canonical query of a relational τ -structure
A is the conjunctive query whose variable set is the domain A of A, and which contains for every
R ∈ τ and ā ∈ RA the conjunct R(ā).

Remark 8.4. All terminology introduced for τ-structures also applies to conjunctive queries with
signature τ : by definition, the query has the property if the canonical database has the property.

In particular, it is clear what it means for a conjunctive query to be connected.

Lemma 8.5. Let µ1, . . . , µk be conjunctive queries such that µi does not imply µj if i 6= j. Then the
resilience problem for µ := µ1∧· · ·∧µk is NP-hard if the resilience problem for one of the µi is NP-
hard. Conversely, if the resilience problem is in P (in NP) for each µi, then the resilience problem
for µ is in P as well (in NP, respectively). The same is true in the setting without multiplicities
and/or exogeneous relations.

Proof. We first present a polynomial-time reduction from the resilience problem of µi, for some
i ∈ {1, . . . , k}, to the resilience problem of µ. Given an instance A of the resilience problem for µi,
let m be the number of tuples in relations of A. Let A′ be the disjoint union of A with m copies
of the canonical database of µj for every j ∈ {1, . . . , k} \ {i}. Observe that A′ can be computed in
polynomial time in the size of A and that the resilience of A with respect to µi equals the resilience
of A′ with respect to µ.

Conversely, if the resilience problem is in P for each µi, then also the resilience problem for µ
is in P: given an instance A of the resilience problem for µ, we compute the resilience of Aj with
respect to µi for every i ∈ {1, . . . , k}, and the minimum of all the resulting values. The proof for
the membership in NP is the same.

The same proof works in the setting without multiplicities. �

When classifying the complexity of the resilience problem for conjunctive queries, by Lemma 8.5
we may restrict our attention to conjunctive queries that are connected. We also formulate an
immediate corollary of Lemma 8.5 that, after finitely many applications, establishes the same for
unions of conjunctive queries.

Corollary 8.6. Let µ = µ1 ∧ · · · ∧ µk be as in Lemma 8.5 and suppose that µ occurs in a union
µ′ of conjunctive queries. For i ∈ {1, . . . , k}, let µ′

i be the union of queries obtained by replacing
µ by µi in µ′. Then the resilience problem for µ′ is NP-hard if the resilience problem for one of
the µ′

i is NP-hard. Conversely, if the resilience problem is in P (in NP) for each µ′
i, then the

resilience problem for µ′ is in P as well (in NP, respectively). The same is true in the setting
without multiplicities and/or exogeneous relations.
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8.2. Finite Duals. If µ is a union of conjunctive queries with signature τ , then a dual of µ is a
τ -structure A with the property that a finite structure B has a homomorphism to A if and only if
B does not satisfy µ. The conjunctive query in Example 8.1, for instance, even has a finite dual.
There is an elegant characterisation of the (unions of) conjunctive queries that have a finite dual.
To state it, we need some basic terminology from database theory.

Definition 8.7. The incidence graph of a relational τ-structure A is the bipartite undirected multi-
graph whose first colour class is A, and whose second colour class consists of expressions of the
form R(b) where R ∈ τ has arity k, b ∈ Ak, and A |= R(b). An edge ea,i,R(b) joins a ∈ A with R(b)
if bi = a. A structure is called acyclic if its incidence graph is acyclic, i.e., it contains no cycles (if
two vertices are linked by two different edges, then they establish a cycle). A structure is called a
tree if it is acyclic and connected in the sense defined in Section 8.1.

The following was proved by Nešetřil and Tardif [40]; also see [18, 36].

Theorem 8.8. A conjunctive query µ has a finite dual if and only if the canonical database of µ is
homomorphically equivalent to a tree. A union of conjunctive queries has a finite dual if and only if
the canonical database for each of the conjunctive queries is homomorphically equivalent to a tree.

The theorem shows that in particular Example 8.2 does not have a finite dual, since the query
given there is not acyclic and hence cannot be homomorphically equivalent to a tree. To construct
valued structures from duals, we introduce the following notation.

Definition 8.9. Let B be a τ-structure and σ ⊆ τ . Define Γ(B, σ) to be the valued τ-structure on
the same domain as B such that

• for each R ∈ τ \ σ, RΓ(B,σ)(a) := 0 if a ∈ RB and RΓ(B,σ)(a) := 1 otherwise, and
• for each R ∈ σ, RΓ(B,σ)(a) := 0 if a ∈ RB and RΓ(B,σ)(a) := ∞ otherwise.

Note that Aut(B) = Aut(Γ(B, σ)) for any τ -structure B and any σ. In the following result we
use a correspondence between resilience problems for acyclic conjunctive queries and valued CSPs.
The result then follows from the P versus NP-complete dichotomy theorem for valued CSPs over
finite domains stated in Theorem 7.15.

Theorem 8.10. Let µ be a union of acyclic conjunctive queries with relational signature τ and let
σ ⊆ τ . Then the resilience problem for µ with exogenous relations from σ is in P or NP-complete.
Moreover, it is decidable whether the resilience problem for a given union of acyclic conjunctive
queries is in P. If µ is a union of queries each of which is homomorphically equivalent to a tree and
B is the finite dual of µ (which exists by Theorem 8.8), then VCSP(Γ(B, σ)) is polynomial-time
equivalent to the resilience problem for µ with exogenous relations from σ.

Proof. By virtue of Corollary 8.6, we may assume for the P versus NP-complete dichotomy that
each of the conjunctive queries in µ is connected and thus a tree. The same is true also for the
polynomial-time equivalence to a VCSP since replacing a conjunctive query in a union with a
homomorphically equivalent one does not affect the complexity of resilience. Define Γ := Γ(B, σ).
We show that VCSP(Γ) is polynomial-time equivalent to the resilience problem for µ with exogenous
relations from σ.

Given a finite bag database A with signature τ with exogenous tuples from relations in σ, let
φ be the τ -expression which contains for every R ∈ τ and for every tuple a ∈ RA the summand
R(a) with the same number of occurrences as is the multiplicity of a in RA. Conversely, for every
τ -expression φ we can create a bag database A with signature τ and exogenous relations from σ.
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The domain of A is the set of variables of φ and for every R ∈ τ and a ∈ RA with multiplicity
equal to the number of occurrences of the summand R(a) in φ. In both situations, the resilience of
A with respect to µ equals the value of φ with respect to Γ. This shows the final statement of the
theorem. The first statement now follows from Theorem 7.15.

Concerning the decidability of the tractability condition, first note that the finite dual of µ,
and hence also Γ, can be effectively computed from µ (e.g., the construction of the dual in [40] is
effective). The existence of a fractional cyclic polymorphism for a given valued structure Γ with
finite domain and finite signature can be decided (in exponential time in the size of Γ; see [31]). �

Remark 8.11. We mention that Theorem 8.10 also applies to regular path queries which can be
shown to always have a finite dual, see the related [13].

Theorem 8.10 can be combined with the tractability results for VCSPs from Section 7 that use
fractional polymorphisms. To illustrate fractional polymorphisms and how to find them, we revisit
a known tractable resilience problem from [19–21, 38] and show that it has a fractional canonical
pseudo cyclic polymorphism.

Example 8.12. We revisit Example 8.1. Consider again the conjunctive query

∃x, y, z(R(x, y) ∧ S(y, z)).

There is a finite dual B of µ with domain {0, 1} which is finitely bounded homogeneous, as described
in Example 8.1. That example also describes a valued structure Γ which is actually Γ(B, ∅). Let
ω be the fractional cyclic operation given by ω(min) = ω(max) = 1

2 . Since Aut(Γ) is trivial,
ω is canonical. The fractional operation ω improves both weighted relations R and S (they are
submodular; see, e.g., [35]) and hence is a canonical cyclic fractional polymorphism of Γ.

Combining Theorem 7.17 and 8.10, Example 8.12 reproves the results from [20] (without multi-
plicities) and [37] (with multiplicities) that the resilience problem for this query is in P.

8.3. Infinite Duals. Conjunctive queries might not have a finite dual (see Example 8.2), but
unions of connected conjunctive queries always have a countably infinite dual. Cherlin, Shelah and
Shi [15] showed that in this case we may even find a dual with an oligomorphic automorphism
group (see Theorem 8.13 below). This is the key insight to phrase resilience problems as VCSPs
for valued structures with oligomorphic automorphism groups. The not necessarily connected case
again reduces to the connected case by Corollary 8.6.

In Theorem 8.13 below we state a variant of a theorem of Cherlin, Shelah, and Shi [15] (also
see [5,26,27]). If B is a structure, we write Bpp(m) for the expansion of B by all relations that can
be defined with a connected primitive positive formula (see Remark 8.4) with at most m variables,
at least one free variable, and without equality. For a union of conjunctive queries µ over the
signature τ , we write |µ| for the maximum of the number of variables of each conjunctive query in
µ, the maximal arity of τ , and 2.

Theorem 8.13. For every union µ of connected conjunctive queries over a finite relational signa-
ture τ there exists a τ-structure Bµ such that the following statements hold:

(1) (Bµ)pp(|µ|) is homogeneous.
(2) Age(Bpp(|µ|)) is the class of all substructures of structures of the form App(|µ|) for a finite

structure A that satisfies ¬µ.
(3) A countable τ-structure A satisfies ¬µ if and only if it embeds into Bµ.
(4) Bµ is finitely bounded.
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(5) Aut(Bµ) is oligomorphic.
(6) (Bµ)pp(|µ|) is finitely bounded.

Proof. The construction of a structure Bµ with the given properties follows from a proof of Hubička
and Nešetřil [26,27] of the theorem of Cherlin, Shelah, and Shi [15], and can be found in [5, Theorem
4.3.8]. Properties (1), (2) and property (3) restricted to finite structures A are explicitly stated in [5,
Theorem 4.3.8]. Property (3) restricted to finite structures clearly implies property (4). Property
(5) holds because homogeneous structures with a finite relational signature have an oligomorphic
automorphism group. Property (3) for countable structures now follows from [5, Lemma 4.1.7].

Since we are not aware of a reference for (6) in the literature, we present a proof here. Let σ
be the signature of (Bµ)pp(|µ|). We claim that the following universal σ-sentence ψ describes the
structures in the age of (Bµ)pp(|µ|). If φ is a σ-sentence, then φ′ denotes the τ -sentence obtained
from φ by replacing every occurrence of R(x̄), for R ∈ σ \ τ , by the primitive positive τ -formula
η(x̄) for which R was introduced in (Bµ)pp(|µ|). Then ψ is a conjunction of all σ-sentences ¬φ such
that φ is primitive positive, φ′ has at most |µ| variables, and φ′ implies µ. Clearly, there are finitely
many conjuncts of this form.

Suppose that A ∈ Age(Bµ)pp(|µ|). Then A satisfies each conjunct ¬φ of ψ, because otherwise
Bµ satisfies φ′, and thus satisfies µ, contrary to our assumptions.

The interesting direction is that if a finite σ-structure A satisfies ψ, then A embeds into (Bµ)pp(|µ|).
Let φ be the canonical query of A. Let A′ be the canonical database of the τ -formula φ′. Suppose
for contradiction that A′ |= µ. Let χ be a minimal subformula of φ such that the canonical database
of χ models µ. Then χ has at most |µ| variables and implies µ, and hence ¬χ is a conjunct of of
ψ which is not satisfied by A, a contradiction to our assumptions. Therefore, A′ |= ¬µ and by
Property (2), we have that A′

pp(|µ|) has an embedding f into (Bµ)pp(|µ|).

We claim that the restriction of f to the elements of A is an embedding of A into (Bµ)pp(|µ|).
Clearly, if A |= R(x̄) for some relation R that has been introduced for a primitive positive formula
η, then A′ satisfies η(x̄), and hence Bµ |= η(f(x̄)), which in turn implies that (Bµ)pp(|µ|) |= R(f(x̄))
as desired. Conversely, if (Bµ)pp(|µ|) |= R(f(x̄)), then A

′
pp(|µ|) |= R(x̄), and hence A

′ |= η(x̄). This

in turn implies that A |= R(x̄). Since the restriction of f and its inverse preserve the relations from
τ trivially, we conclude that A embeds into (Bµ)pp(|µ|). �

By Properties (1) and (6) of Theorem 8.13, Bµ is always a reduct of a finitely bounded homo-
geneous structure. For short, we write Γµ for Γ(Bµ, ∅) and Γµ,σ for Γ(Bµ, σ), see Definition 8.9.
For some queries µ, the structure Bµ can be replaced by a simpler structure Cµ. This will be
convenient for some examples that we consider later, because the structure Cµ is finitely bounded
and homogeneous itself and hence admits the application of Theorem 7.17. To define the respective
class of queries, we need the following definition. The Gaifman graph of a relational structure A is
the undirected graph with vertex set A where a, b ∈ A are adjacent if and only if a 6= b and there
exists a tuple in a relation of A that contains both a and b. The Gaifman graph of a conjunctive
query is the Gaifman graph of the canonical database of that query.

Theorem 8.14. For every union µ of connected conjunctive queries over a finite relational signa-
ture τ such that the Gaifman graph of each of the conjunctive queries in µ is complete, there exists
a countable τ-structure Cµ such that the following statements hold:

(1) Cµ is homogeneous.
(2) Age(Cµ) is the class of all finite structures A that satisfy ¬µ.
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Moreover, Cµ is finitely bounded, Aut(Cµ) is oligomorphic, and a countable τ-structure satisfies ¬µ
if and only if it embeds into Cµ.

Proof. Let A1 and A2 be finite τ -structures that satisfy ¬µ. Since the Gaifman graph of each of
the conjunctive queries in µ is complete, the union of the structures A1 and A2 satisfies ¬µ as well.
By Fräıssé’s Theorem (see, e.g., [25]) there is a countable homogeneous τ -structure Cµ such that
Age(Cµ) is the class of all finite structures that satisfy ¬µ; this shows that Cµ is finitely bounded.
Homogeneous structures with finite relational signature clearly have an oligomorphic automorphism
group. For the final statement, see [5, Lemma 4.1.7]. �

Note that Cµ is homomorphically equivalent to Bµ by [5, Lemma 4.1.7]. Therefore, Γ(Cµ, σ) is
homomorphically equivalent to Γµ,σ for any σ ⊆ τ .

The following proposition follows straightforwardly from the definitions and provides a valued
constraint satisfaction problem that is polynomial-time equivalent to the resilience problem for µ,
similar to Theorem 8.10.

Proposition 8.15. The resilience problem for a union of connected conjunctive queries µ where
the relations from σ ⊆ τ are exogenous is polynomial-time equivalent to VCSP(Γ(B, σ)) for any
dual B of µ; in particular, to VCSP(Γµ,σ).

Proof. Let B be a dual of µ. For every bag database A over signature τ and with exogenous
relations from σ, let φ be the τ -expression obtained by adding atomic τ -expressions S(x1, . . . , xn)
according to the multiplicity of the tuples (x1, . . . , xn) in SA for all S ∈ τ . Note that φ can be
computed in polynomial time. Then the resilience of A with respect to µ is at most u if and only
if (φ, u) has a solution over Γ(B, σ).

To prove a polynomial-time reduction in the other direction, let φ be a τ -expression. We construct
a bag database A with signature τ . The domain of A are the variables that appear in φ and for every
S ∈ τ and tuple (x1, . . . , xn) ∈ SA, its multiplicity in A is the number of times that (x1, . . . , xn)
in SA occurs as a summand of φ. The relations SA with S ∈ σ are exogenous in A, the remaining
ones are endogenous. Again, A can be computed in polynomial time and the resilience of A with
respect to µ is at most u if and only if (φ, u) has a solution over Γ(B, σ). �

In [37] one may find a seemingly more general notion of exogenous tuples, where in a single rela-
tion there might be both endogenous and exogenous tuples. Using Proposition 8.15 and Lemma 4.7,
however, we can show that classifying the complexity of resilience problems according to our original
definition also entails a classification of this variant.

Remark 8.16. Let µ be a union of conjunctive queries with the signature τ , let σ ⊆ τ , and let
ρ ⊆ τ \ σ. Suppose we would like to model the resilience problem for µ where the relations in σ
are exogenous and the relations in ρ might contain both endogenous and exogenous tuples. Let B
be a dual of µ and Γ be the expansion of Γ(B, σ) where for every relational symbol R ∈ ρ, there
is also a relation (Rx)Γ = RB, i.e., a classical relation that takes values 0 and ∞. The resilience
problem for µ with exogenous tuples specified as above is polynomial-time equivalent to VCSP(Γ)
by analogous reductions as in Proposition 8.15. Note that (Rx)Γ = Opt

(
RΓ(B,σ)

)
for every R ∈ ρ,

and therefore by Lemma 4.7, VCSP(Γ) is polynomial-time equivalent to VCSP(Γ(B, σ)) and thus
to the resilience problem for µ where the relations in σ are exogeneous and the relations in τ \σ are
purely endogeneous. This justifies the restriction to our setting for exogenous tuples. Moreover, the
same argument shows that if resilience of µ with all tuples endogenous is in P, then all variants of
resilience of µ with exogenous tuples are in P as well.
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Similarly as in Example 8.12, Proposition 8.15 can be combined with the tractability results for
VCSPs from Section 7 that use fractional polymorphisms to prove tractability of resilience problems.

Example 8.17. We revisit Example 8.2. Consider the conjunctive query ∃x, y, z (R(x, y)∧S(x, y, z))
over the signature τ = {R,S}. Note that the Gaifman graph of µ is complete; let Cµ be the struc-
ture from Theorem 8.14. We construct a binary pseudo cyclic canonical fractional polymorphism
of Γ(Cµ, ∅). Let M be the τ-structure with domain (Cµ)

2 and where

• ((b11, b
2
1), (b

1
2, b

2
2)) ∈ RM if and only if (b11, b

1
2) ∈ RCµ and (b21, b

2
2) ∈ RCµ , and

• ((b11, b
2
1), (b

1
2, b

2
2), (b

1
3, b

2
3)) ∈ SM if and only if (b11, b

1
2, b

1
3) ∈ SCµ or (b21, b

2
2, b

2
3) ∈ SCµ .

Similarly, let N be the τ-structure with domain (Cµ)
2 and where

• ((b11, b
2
1), (b

1
2, b

2
2)) ∈ RN if and only if (b11, b

1
2) ∈ RCµ or (b21, b

2
2) ∈ RCµ , and

• ((b11, b
2
1), (b

1
2, b

2
2), (b

1
3, b

2
3)) ∈ SN if and only if (b11, b

1
2, b

1
3) ∈ SCµ and (b21, b

2
2, b

2
3) ∈ SCµ .

Note that M 6|= µ and hence there exists an embedding f : M → Cµ. Similarly, there exists an
embedding g : N → Cµ. Clearly, both f and g regarded as operations on the set Cµ are pseudo cyclic
(but in general not cyclic) and canonical with respect to Aut(Cµ) (see Claim 6 in Proposition 8.21
for a detailed argument of this type). Let ω be the fractional operation given by ω(f) = 1

2 and

ω(g) = 1
2 . Then ω is a binary fractional polymorphism of Γ := Γ(Cµ, ∅): for b1, b2 ∈ (Cµ)

2 we have

∑

h∈O(2)

ω(h)RΓ(h(b1, b2)) =
1

2
RΓ(f(b1, b2)) +

1

2
RΓ(g(b1, b2))

=
1

2

2∑

j=1

RΓ(bj). (9)

so ω improves R, and similarly we see that ω improves S.

We proved that the corresponding valued structure has a binary canonical pseudo cyclic frac-
tional polymorphism. By Theorem 7.17 and 8.15, this reproves the results from [20] (without
multiplicities) and [37] (with multiplicities) that the resilience problem for this query is in P.

8.4. The Resilience Tractability Conjecture. In this section we present a conjecture which im-
plies, together with Corollary 5.13 and Lemma 8.5, a P versus NP-complete dichotomy for resilience
problems for finite unions of conjunctive queries.

Conjecture 8.18. Let µ be a union of connected conjunctive queries over the signature τ , and let
σ ⊆ τ . If the structure ({0, 1}; OIT) has no pp-construction in Γ := Γµ,σ, then Γ has a fractional
polymorphism of arity ℓ ≥ 2 which is canonical and pseudo cyclic with respect to Aut(Γ) (and in
this case, VCSP(Γ) is in P by Theorem 7.17).

The conjecture is intentionally only formulated for VCSPs that stem from resilience problems,
because it is known to be false for the more general situation of VCSPs for valued structures Γ that
have the same automorphisms as a reduct of a finitely bounded homogeneous structure [5] (Section
12.9.1; the counterexample is even a CSP). However, see Conjecture 9.3 for a conjecture that could
hold for VCSPs in this more general setting.

For the following conjunctive query µ, the NP-hardness of the resilience problem without mul-
tiplicites was shown in [20]; to illustrate our condition, we verify that ({0, 1}; OIT) has a pp-
construction in Γµ and thus prove in a different way that the resilience problem (with multiplicities)
for µ is NP-hard.
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Figure 3. Example 8.19, visualisation of µ and φ.

Example 8.19 (Triangle query). Let τ be the signature that consists of three binary relation symbols
R, S, and T , and let µ be the conjunctive query

∃x, y, z
(
R(x, y) ∧ S(y, z) ∧ T (z, x)

)
.

The resilience problem without multiplicities for µ is NP-complete [20], and hence VCSP(Γµ) is
NP-hard (Proposition 8.15). Since the Gaifman graph of µ is NP-complete, the structure Cµ from
Theorem 8.14 exists. Let Γ := Γ(Cµ, ∅). We provide a pp-construction of ({0, 1}; OIT) in Γ, which
also proves NP-hardness of VCSP(Γ) and hence the resilience problem of µ with multiplicities by
Corollary 5.13. Since Γ is homomorphically equivalent to Γµ, this also provides a pp-construction
of ({0, 1}; OIT) in Γµ (see Lemma 5.14).

Let C be the domain of Γ. Let φ(a, b, c, d, e, f, g, h, i) be the τ-expression

R(a, b) + S(b, c) + T (c, d) +R(d, e) + S(e, f) + T (f, g) +R(g, h) + S(h, i) (10)

+ T (i, g) + S(h, f) +R(g, e) + T (f, d) + S(e, c) +R(d, b) + T (c, a). (11)

For an illustration of µ and φ, see Figure 3. Note that φ can be viewed as seven overlapping copies
of µ.

In what follows, we say that an atomic τ-expression holds if it evaluates to 0. Note that every
atom in (10) except the first and the last ones appears in exactly two copies of µ in φ, whereas all
other atoms of φ occur in only one copy of µ in φ. Hence, since there are seven copies of µ in φ,
in the optimal solution of the instance φ of VCSP(Γ) all atoms in (11) hold, and either every atom
at even position or every atom at odd position in (10) holds. Let RT ∈ 〈Γ〉 be given by

RT (a, b, f, g) := Opt inf
c,d,e,h,i∈C

φ.

Note that RT (a, b, f, g) holds if and only if

• R(a, b) holds and T (f, g) does not hold, or
• T (f, g) holds and R(a, b) does not hold,

where the reverse implication uses that Cµ is homogeneous. Similarly, define RS ∈ 〈Γ〉 by

RS(a, b, h, i) := Opt inf
c,d,e,f,g∈C

φ.

Note that RS(a, b, h, i) holds if and only if

• R(a, b) holds and S(h, i) does not hold, or
• S(h, i) holds and R(a, b) does not hold.

Next, we define the auxiliary relation R̃S(a, b, e, f) to be

Opt inf
c,d,g,h,i∈C

φ.
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Note that R̃S(a, b, e, f) holds if and only if

• both R(a, b) and S(e, f) hold, or
• neither R(a, b) and nor S(e, f) holds.

This allows us to define the relation

RR(u, v, x, y) := inf
w,z∈C

RS(u, v, w, z) + R̃S(x, y, w, z)

which holds if and only if

• R(u, v) holds and R(x, y) does not hold, or
• R(x, y) holds and R(u, v) does not hold.

Define M ∈ 〈Γ〉 as

M := Opt inf
x,y,z∈C

(
RR(u, v, x, y) +RS(u′, v′, y, z) +RT (u′′, v′′, z, x)

+ R(x, y) + S(y, z) + T (z, x)
)
.

Note that R(x, y), S(y, z) and T (z, x) cannot hold at the same time and therefore (u, v, u′, v′, u′′, v′′) ∈
M if and only if exactly one of of R(u, v), R(u′, v′), and R(u′′, v′′) holds. Let ∆ be the pp-power of
(C;M) of dimension two with signature {OIT} such that

OIT∆((u, v), (u′, v′), (u′′, v′′)) :=M(u, v, u′, v′, u′′, v′′).

Then ∆ is homomorphically equivalent to ({0, 1}; OIT), witnessed by the homomorphism from
∆ to ({0, 1}; OIT) that maps (u, v) to 1 if R(u, v) and to 0 otherwise, and the homomorphism
({0, 1}; OIT) → ∆ that maps 1 to any pair of vertices (u, v) ∈ R and 0 to any pair of vertices
(u, v) /∈ R. Therefore, Γ pp-constructs ({0, 1}; OIT).

We mention that another conjecture concerning a P vs. NP-complete complexity dichotomy for
resilience problems appears in [37, Conjecture 7.7]. The conjecture has a similar form as Con-
jecture 8.18 in the sense that it states that a sufficient hardness condition for resilience is also
necessary. The relationship between our hardness condition from Corollary 5.13 and the condition
from [37] remains to be studied.

8.5. An example of formerly open complexity. We use our approach to settle the complexity
of the resilience problem for a conjunctive query that was mentioned as an open problem in [21]
(Section 8.5):

µ := ∃x, y(S(x) ∧R(x, y) ∧R(y, x) ∧R(y, y)) (12)

Let τ = {R,S} be the signature of µ. To study the complexity of resilience of µ, it will be
convenient to work with a dual which has different model-theoretic properties than the duals Bµ

from Theorem 8.13 and Cµ from Theorem 8.14, namely a dual that is a model-complete core.

Definition 8.20. A structure B with an oligomorphic automorphism group is model-complete if
every embedding of B into B preserves all first-order formulas. It is a core if every endomorphism
is an embedding.

Note that the definition of cores of valued structures with finite domain (Definition 7.12) and
the definition above specialise to the same concept for relational structures over finite domains. A
structure with an oligomorphic automorphism group is a model-complete core if and only if for
every n ∈ N every orbit of n-tuples can be defined with an existential positive formula [5]. Every
countable structure B is homomorphically equivalent to a model-complete core, which is unique up



THE COMPLEXITY OF RESILIENCE PROBLEMS VIA VALUED CONSTRAINT SATISFACTION PROBLEMS35

x y

S R

Figure 4. Visualisation of the query µ from (12).

RS

Figure 5. Illustration of a finite substructure of B that contains representatives
for all orbits of pairs of Aut(B). Arrows are not drawn on undirected edges.

to isomorphism [4,5]; we refer to this structure as the model-complete core of B. The advantage of
working with model-complete cores is that the structure is in a sense ‘minimal’ and therefore easier
to work with in concrete examples.2

Proposition 8.21. There is a finitely bounded homogeneous dual B of µ such that the valued τ-
structure Γ := Γ(B, ∅) has a binary fractional polymorphism which is canonical and pseudo cyclic
with respect to Aut(Γ). Hence, VCSP(Γ) and the resilience problem for µ are in P. As a consequence,
the polynomial-time tractability result even holds for resilience of µ with exogeneous relations from
any σ ⊆ τ .

Proof. Since the Gaifman graph of µ is a complete graph, there exists the structure Cµ as in
Theorem 8.14. Let B be the model-complete core of Cµ. Note that B has the property that a
countable structure A maps homomorphically to B if and only if A |= ¬µ; in particular, B is
a dual of µ and B |= ¬µ. The structure Cµ is homogeneous, and it is known that the model-
complete core of a homogeneous structure is again homogeneous (see Proposition 4.7.7 in [5]), so
B is homogeneous. Let Γ := Γ(B, ∅).

Note that

B |= ∀x
(
¬S(x) ∨ ¬R(x, x)

)
(13)

and B |= ∀x, y
(
x = y ∨R(x, y) ∨R(y, x)

)
. (14)

To see (14), suppose for contradiction that B contains distinct elements x, y such that neither
(x, y) nor (y, x) is in RB. Let B′ be the structure obtained from B by adding (x, y) to RB. Then

2The model-complete core of Bµ would be a natural choice for the canonical dual of µ to work with instead
of Bµ. However, proving that the model-complete core has a finitely bounded homogeneous expansion (so that, for
example, Theorem 3.4 applies) requires introducing further model-theoretical notions [39] which we want to avoid in
this article.
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B′ |= ¬µ as well, and hence there is a homomorphism from B′ to B by the properties of B. This
homomorphism is also an endomorphism of B which is not an embedding, a contradiction to the
assumption that B is a model-complete core.

Also observe that

B |= ∀x, y
(
x = y ∨ (R(x, y) ∧R(y, x)) ∨ (S(x) ∧R(y, y)) ∨ (R(x, x) ∧ S(y))

)
. (15)

Suppose for contradiction that (15) does not hold for some distinct x and y. Then ¬S(x)∨¬R(y, y)
and ¬R(x, x)∨¬S(y), i.e., ¬S(x)∧¬R(x, x), or ¬S(x)∧¬S(y), or ¬R(y, y)∧¬R(x, x), or ¬R(y, y)∧
¬S(y). In each of these cases we may add both R-edges between the distinct elements x and y to
B and obtain a structure not satisfying µ, which leads to a contradiction as above.

For an illustration of a finite substructure of B which contains a representative for every orbit
of pairs in Aut(B), see Figure 5.

Claim 1. For every a finite τ -structure A that satisfies ¬µ and the sentences in (14) and
(15), there exists a strong homomorphism to B, i.e., a homomorphism that also preserves the
complements of R and S. First observe that B embeds the countably infinite complete graph,
where R is the edge relation and precisely one element lies in the relation S; this is because this
structure maps homomorphically to B and unless embedded, it contradicts B 6|= µ. In particular,
there are infinitely many x ∈ B such that B |= ¬S(x) ∧ ¬R(x, x) and by (15), for every y ∈ B,
x 6= y, we have B |= R(x, y) ∧R(y, x).

To prove the claim, let A be a finite structure that satisfies ¬µ and the sentences in (14) and
(15). For a homomorphism h from A to B, let

s(h) := |{x ∈ A | A |= ¬S(x) ∧B |= S(h(x))}|

and
r(h) := |{(x, y) ∈ A2 | A |= ¬R(x, y) ∧B |= R(h(x), h(y))}|.

Let h be a homomorphism from A to B, which exists since A |= ¬µ. If s(h) + r(h) = 0, then h
is a strong homomorphism and there is nothing to prove. Suppose therefore s(h) + r(h) > 0. We
construct a homomorphism h′ such that r(h′) + s(h′) < r(h) + s(h). Since r(h) + s(h) is finite, by
applying this construction finitely many times, we obtain a strong homomorphism from A to B.

If s(h) > 0, then there exists a ∈ A \ SA such that h(a) ∈ SB. By (13), B 6|= R(h(a), h(a)) and
hence A 6|= R(a, a). Pick b ∈ B \ h(A) such that B |= ¬S(b) ∧ ¬R(b, b) and define

h′(x) :=

{
b if x = a,

h(x) otherwise.

Observe that h′ is a homomorphism, s(h′) < s(h) and r(h′) = r(h). If r(h) > 0, then there exists
(x, y) ∈ A2 \ RA such that (h(x), h(y)) ∈ RB. If x = y, the argument is similar as in the case
s(h) > 0. Finally, if x 6= y, then A |= (S(x) ∧ R(y, y)) ∨ (R(x, x) ∧ S(y)), because A satisfies the
sentence in (15). Since A satisfies the sentence in (14), A |= R(y, x). Since h is a homomorphism,
we have

B |= R(h(x), h(y)) ∧R(h(y), h(x)) ∧ ((S(h(x)) ∧R(h(y), h(y))) ∨ (R(h(x), h(x)) ∧ S(h(y)))),

which contradicts B 6|= µ.

Claim 2. Every finite τ -structure A that satisfies ¬µ and the sentences in (14) and (15) embeds
into B. In particular, B is finitely bounded. Let A be such a structure. By Theorem 8.13, there is
an embedding e of A into Bµ. Since Bµ is homogeneous and embeds every finite τ -structure that
satisfies ¬µ, there exists a finite substructure A′ of Bµ satisfying the sentences in (14) and (15)
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such that e(A) is a substructure of A′ and for all distinct a, b ∈ A there exists s ∈ SA
′

such that
Bµ |= R(e(a), s) ∧R(s, e(b)). By Claim 1, there is a strong homomorphism h from A′ to B.

We claim that h ◦ e is injective and therefore an embedding of A into B. Suppose there exist
distinct a, b ∈ A such that h(e(a)) = h(e(b)). Since e(A) satisfies the sentence in (14) and h is a

strong homomorphism, we obtain that Bµ |= R(e(a), e(a))∧R(e(b), e(b)). Let s ∈ SA
′

be such that
Bµ |= R(e(a), s) ∧R(s, e(b)). Hence,

B |= S(h(s)) ∧R(h(e(a)), h(s)) ∧R(h(s), h(e(a))) ∧R(h(e(a)), h(e(a))),

a contradiction to B 6|= µ. It follows that h ◦ e is an embedding of A into B.

We define two {R,S}-structures M,N with domain B2 as follows. For all x1, x2, y1, y2, x, y ∈ B
define

M,N |= R
(
(x1, y1), (x2, y2)

)
if B |= R(x1, x2) ∧R(y1, y2), (16)

M,N |= S
(
(x, y)

)
if B |= S(x) ∧ S(y) (17)

M |= S
(
(x, y)

)
if B |= S(x) ∨ S(y) (18)

N |= R
(
(x, y), (x, y)

)
if B |= R(x, x) ∨R(y, y). (19)

Add pairs of distinct elements to RM and RN such that both M and N satisfy the sentence in (15)
(note that no addition of elements to SM and SN is needed). Finally, add ((x1, y1), (x2, y2)) to R

M

and ((x2, y2), (x1, y1)) to R
N if at least one of the following cases holds:

(A) B |= S(x1) ∧R(x1, x2) ∧R(x2, x2) ∧R(y2, y2) ∧R(y2, y1) ∧ S(y1),
(B) B |= R(x1, x1) ∧R(x1, x2) ∧ S(x2) ∧ y1 = y2 ∧R(y1, y2),
(C) B |= S(y1) ∧R(y1, y2) ∧R(y2, y2) ∧R(x2, x2) ∧R(x2, x1) ∧ S(x1),
(D) B |= R(y1, y1) ∧R(y1, y2) ∧ S(y2) ∧ x1 = x2 ∧R(x1, x2).

Conditions (A) and (B) are illustrated in Figure 6; conditions (C) and (D) are obtained from (A)
and (B) by replacing x by y. Note that for (x1, y1) = (x2, y2), none of the conditions (A)-(D) is
ever satisfied. No other atomic formulas hold on M and N. Note that both M and N satisfy the
property stated for B in (13).

Claim 3. M and N satisfy the sentence in (14). We prove the statement for M; the proof for N
is similar. Let (x1, y1), (x2, y2) ∈ B be such that (x1, y1) 6= (x2, y2) and M |= ¬R((x2, y2), (x1, y1)).
Since M satisfies the sentence in (15), we must have either M |= S(x1, y1) ∧ R((x2, y2), (x2, y2))
or M |= S(x2, y2) ∧ R((x1, y1), (x1, y1)). Suppose the former is true; the other case is treated
analogously. Then B |= R(x2, x2) ∧R(y2, y2) and B |= S(x1) ∨ S(y1). If B |= S(x1), then x1 6= x2
and by (14) we have B |= R(x1, x2) ∨ R(x2, x1). By (14) and (15) for (y1, y2), we obtain that
M |= R((x1, y1), (x2, y2)) by (16) or one of the conditions (A)-(D). The argument if B |= S(y1) is
similar with x and y switched.

Claim 4. M and N satisfy ¬µ. Let x1, x2, y1, y2 ∈ B. Suppose for contradiction that

M |= S(x1, y1) ∧R((x1, y1), (x2, y2)) ∧R((x2, y2), (x1, y1)) ∧R((x2, y2), (x2, y2)).

By the definition of M, we have B |= R(x2, x2) ∧ R(y2, y2) and B |= S(x1) ∨ S(y1). Assume that
B |= S(x1); the case B |= S(y1) is analogous.

By the assumption, M |= R((x1, y1), (x2, y2)). Then, by the definition ofM, one of the conditions
(16), (A)-(D) holds, or

M |= ¬
(
S(x1, y1) ∧R((x2, y2), (x2, y2))

)
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Figure 6. An illustration of the conditions (A) and (B) in M and N.

(recall that ((x1, y1), (x2, y2)) might have been added to RM so thatM satisfies the sentence in (15)).
The last option is false by the assumption and by (13), B |= ¬S(x2) ∧ ¬S(y2), and hence neither
(B) nor (D) holds. Therefore, one of the conditions (16), (A), or (C) holds for ((x1, y1), (x2, y2)).
Similarly, we obtain that one of the conditions (16) or (B) holds for ((x2, y2), (x1, y1)), since M |=
R((x2, y2), (x1, y1)) (to exclude (D) we use the assumption that B |= S(x1) and hence x1 6= x2).
This yields six cases and in each of them we must have that B |= R(x1, x2) ∧ R(x2, x1) or B |=
S(y1) ∧ R(y1, y2) ∧ R(y2, y1). Since B |= S(x1) ∧ R(x2, x2) ∧ R(y2, y2), this contradicts B |= ¬µ.
Since (x1, y1), (x2, y2) ∈M were chosen arbitrarily, this shows that M |= ¬µ. The argument for N
is similar.

Claim 5. There is an embedding f of M into B and an embedding g of N into B. We show the
claim for M; the proof for N is analogous. By [5, Lemma 4.1.7], it is enough to show that every
finite substructure of M embeds into B. By the definition of M and Claims 3 and 4, every finite
substructure M satisfies (14), (15) and ¬µ and hence, by Claim 2, it embeds into B.

Let ω be the fractional operation over B defined by ω(f) = 1
2 and ω(g) = 1

2 .

Claim 6. ω is pseudo cyclic and canonical with respect to Aut(B) = Aut(Γ). Note that since
B is homogeneous in a finite relational signature, two k-tuples of elements of B lie in the same
orbit if and only if they satisfy the same atomic formulas. Therefore, the canonicity of f and g with
respect to Aut(B) follows from the definition of M and N: for (a, b) ∈ B2, whether B |= S(f(a, b))
only depends on whether M |= S(a, b) by Claim 5, which depends only on the atomic formulas that
hold on a and on b in B. An analogous statement is true for atomic formulas of the form R(x, y)
and x = y. Therefore, f is canonical. The argument for the canonicity of g is analogous.



THE COMPLEXITY OF RESILIENCE PROBLEMS VIA VALUED CONSTRAINT SATISFACTION PROBLEMS39

To see that f and g are pseudo cyclic, we show that f∗ and g∗ defined on 2-orbits (using
the terminology of Remark 7.4) are cyclic. By the definition of f∗, we need to show that for any
a1, a2, b1, b2 ∈ B, the two pairs (f(a1, b1), f(a2, b2)) and (f(b1, a1), f(b2, a2)) satisfy the same atomic
formulas. For the formulas of the form S(x) and R(x, y), this can be seen from Claim 5 and the
definition of M and N, since each of the conditions (16),(17),(18),(19),(15) and the union of (A),
(B), (C), (D) is symmetric with respect to exchanging x and y. For the atomic formulas of the
form x = y, this follows from the injectivity of f . This shows that f∗ is cyclic; the argument for g∗

is the same. Hence, the pseudo-cyclicity of f and g is a consequence of Lemma 7.9 for m = 2.

Claim 7. ω improves S.
By the definition of M and N and Claim 5, we have for all x, y ∈ B

ω(f)SΓ(f(x, y)) + ω(g)SΓ(g(x, y)) =
1

2
(SΓ(x) + SΓ(y)).

Claim 8. ω improves R.
Let x1, y1, x2, y2 ∈ B. We have to verify that

ω(f)RΓ(f(x1, y1), f(x2, y2)) + ω(g)RΓ(g(x1, y1), g(x2, y2)) ≤
1

2
(RΓ(x1, x2) +RΓ(y1, y2)). (20)

We distinguish four cases.

• M,N |= R((x1, y1), (x2, y2)). Then Inequality (20) holds since the left-hand side is zero,
and the right-hand side is non-negative (each weighted relation in Γ is non-negative).

• M,N |= ¬R((x1, y1), (x2, y2)). Since M and N satisfy the sentences in (14) and (15) and B

satisfies (14) we must have B |= ¬R(x1, x2) ∧ ¬R(y1, y2), and both sides of the inequality
evaluate to 1.

• M |= ¬R((x1, y1), (x2, y2)) and N |= R((x1, y1), (x2, y2)). By Claim 5, the left-hand side
evaluates to 1

2 . By (16), we have B |= ¬R(x1, x2) or B |= ¬R(y1, y2). Therefore, the

right-hand side of (20) is at least 1
2 and the inequality holds.

• M |= R((x1, y1), (x2, y2)) and N |= ¬R((x1, y1), (x2, y2)). Similar to the previous case.

This exhausts all cases and concludes the proof of Claim 8.

It follows that ω is a binary fractional polymorphism of Γ which is canonical and pseudo cyclic
with respect to Aut(Γ). Polynomial-time tractability of VCSP(Γ) follows by Theorem 7.17 and
8.15. The final statement follows from Remark 8.16. �

9. Conclusion and Future Work

We formulated a general hardness condition for VCSPs of valued structures with an oligomorphic
automorphism group and a new polynomial-time tractability result. We use the latter to resolve
a resilience problem whose complexity was left open in the literature and conjecture that our
conditions exactly capture the hard and easy resilience problems for conjunctive queries (with
multiplicities), respectively. In fact, a full classification of resilience problems for conjunctive queries
based on our approach seems feasible, but requires further research, as discussed in the following.

We have proved that if Γ is a valued structure with an oligomorphic automorphism group and R
is a weighted relation in the smallest weighted relational clone that contains the weighted relations
of Γ, then R is preserved by all fractional polymorphisms of Γ (Lemma 6.8). We do not know
whether the converse is true. Note that it is known to hold for the special cases of finite-domain
valued structures [17, 22] and for classical relational structures with 0-∞ valued relations (CSP
setting) having an oligomorphic automorphism group [9].
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Question 9.1. Let Γ be a valued structure with an oligomorphic automorphism group. Is it true
that R ∈ 〈Γ〉 if and only if R ∈ Imp(fPol(Γ))?

Note that a positive answer to this question would imply that the computational complexity of
VCSPs for valued structures Γ with an oligomorphic automorphism group, and in particular the
complexity of resilience problems, is fully determined by the fractional polymorphisms of Γ.

Fractional polymorphisms are probability distributions on operations. In all the examples that
arise from resilience problems that we considered so far, it was sufficient to work with fractional
polymorphisms ω that are finitary, i.e., such that there are finitely many operations f1, . . . , fk ∈ OC

such that
∑

i∈{1,...,k} ω(fi) = 1. This motivates the following question.

Question 9.2. Does our notion of pp-constructability change if we restrict to finitary fractional
homomorphisms ω? Is there a valued structure Γ with an oligomorphic automorphism group and a
weighted relation R such that R is not improved by all fractional polymorphism of Γ, but is improved
by all finitary fractional polymorphisms ω? In particular, are these statements true if we restrict to
valued τ-structures Γ that arise from resilience problems as described in Proposition 8.15?

In the following, we formulate a common generalisation of the complexity-theoretic implications
of Conjecture 8.18 and the infinite-domain tractability conjecture from [10] that concerns a full com-
plexity classification of VCSPs for valued structures from reducts of finitely bounded homogeneous
structures.

Conjecture 9.3. Let Γ be a valued structure with finite signature such that Aut(Γ) = Aut(B) for
some reduct B of a countable finitely bounded homogeneous structure. If ({0, 1}; OIT) has no pp-
construction in Γ, then VCSP(Γ) is in P (otherwise, we already know that VCSP(Γ) is NP-complete
by Theorem 3.4 and Corollary 5.13).

One might hope to prove this conjecture under the assumption of the infinite-domain tractability
conjecture. Recall that also the finite-domain VCSP classification was first proven conditionally on
the finite-domain tractability conjecture [32, 34], which was only confirmed later [11, 46].

We also believe that the ‘meta-problem’ of deciding whether for a given conjunctive query the
resilience problem with multiplicities is in P is decidable. This would follow from a positive answer
to Conjecture 8.18 because Γ∗

m can be computed and Item 4 of Proposition 7.16 for the finite-domain
valued structure Γ∗

m can be decided algorithmically using linear programming [31].
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[3] L. Barto, J. Opršal, and M. Pinsker. The wonderland of reflections. Israel Journal of Mathematics, 223(1):363–

398, 2018.
[4] M. Bodirsky. Cores of countably categorical structures. Logical Methods in Computer Science (LMCS), 3(1):1–

16, 2007.
[5] M. Bodirsky. Complexity of Infinite-Domain Constraint Satisfaction. Lecture Notes in Logic (52). Cambridge

University Press, 2021.
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Appendix A. The Lebesgue Integral

It will be convenient to use an additional value −∞ that has the usual properties:

• −∞ < a for every a ∈ R ∪ {∞},
• a+ (−∞) = (−∞) + a = −∞ for every a ∈ R,
• a · ∞ = ∞ · a = −∞ for a < 0,
• 0 · (−∞) = (−∞) · 0 = 0.
• a · (−∞) = (−∞) · a = −∞ for a > 0 and a · (−∞) = (−∞) · a = ∞ for a < 0.

The sum of ∞ and −∞ is undefined.
Let C and D be sets. We define the Lebesgue integration over the space CD of all functions

from D to C. We usually (but not always) work with the special case D = Cℓ, i.e. the space is

O
(ℓ)
C for some set C and ℓ ∈ N.
To define the Lebesgue integral, we need the definition of a simple function: this is a function

Y : CD → R given by
n∑

k=1

ak1Sk

where n ∈ N, S1, S2, . . . are disjoint elements of B(CD), ak ∈ R, and 1S : C
D → {0, 1} denotes

the indicator function for S ⊆ CD. If Y is a such a simple function, then the Lebesgue integral is
defined as follows:

∫

CD

Y dω :=

n∑

k=1

akω(Sk).
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If X and Y are two random variables, then we write X ≤ Y if X(f) ≤ Y (f) for every f ∈ CD. We
say that X is non-negative if 0 ≤ X . If X is a non-negative measurable function, then the Lebesgue
integral is defined as

∫

CD

Xdω := sup

{∫

CD

Y dω | 0 ≤ Y ≤ X,Y simple

}
.

For an arbitrary measurable function X , we write X = X+ −X−, where

X+(x) :=

{
X(x) if X(x) > 0

0 otherwise

and

X−(x) :=

{
−X(x) if X(x) < 0

0 otherwise.

Then both X+ and X− are measurable, and both
∫
CD X

−dω and
∫
CD X

+dω take values in R≥0 ∪
{∞}. If both take value ∞, then the integral is undefined (see Remark A.1). Otherwise, define

∫

CD

Xdω :=

∫

CD

X+dω −

∫

CD

X−dω.

In particular, note that for X ≥ 0 the integral is always defined.

Let ω be a fractional map from D to C, let R ∈ R
(k)
C be a weighted relation, and let s ∈ Dk.

Then X : CD → R ∪ {∞} given by

f 7→ R(f(s))

is a random variable: if (a, b) is a basic open subset of R ∪ {∞}, then

X−1((a, b)) = {f ∈ CD | R(f(s)) ∈ (a, b)}

=
⋃

t∈Ck,R(t)∈(a,b)

Ss,t

is a union of basic open sets in CD, hence open. The argument for the other basic open sets in
R ∪ {∞} is similar.

If the set C is countable and X is as above, we may express Eω [X ] as a sum, which is useful in
proofs in Sections 5 and 6. If Eω[X ] exists, then

Eω [X ] =

∫

CD

X+dω −

∫

CD

X−dω

= sup

{∫

CD

Y dω | 0 ≤ Y ≤ X+, Y simple

}
− sup

{∫

CD

Y dω | 0 ≤ Y ≤ X−, Y simple

}

=
∑

t∈Ck,R(t)≥0

R(t)ω(Ss,t) +
∑

t∈Ck,R(t)<0

R(t)ω(Ss,t)

=
∑

t∈Ck

R(t)ω(Ss,t). (21)

Remark A.1. The Lebesgue integral
∫

O
(ℓ)
C

Xdω =

∫

O
(ℓ)
C

X+dω −

∫

O
(ℓ)
C

X−dω
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need not exist: e.g., consider C = N, k = ℓ = 1, and R(x) = −2x if x ∈ N is even and R(x) = 2x

otherwise. Let s ∈ C and define X : O
(1)
C → R ∪ {∞} by

f 7→ R(f(s)).

Let ω be a unary fractional operation such that for every t ∈ C we have ω(Ss,t) =
1

2t+1 . Then
∫

O
(ℓ)
C

X+dω = sup{

∫

O
(ℓ)
C

Y dω | 0 ≤ Y ≤ X+, Y simple}

=
∑

t∈C,R(t)≥0

R(t)ω(Ss,t)

=
∑

t∈C,R(t)≥0

1

2
= ∞

and, similarly,
∫

O
(ℓ)
C

X−dω = ∞.
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