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Abstract

The Minimal Supersymmetric Standard Model (MSSM) is an extension of the Stan-
dard Model (SM) of particle physics, that is capable of resolving many problems, like
the fine tuning problem of the Higgs mass corrections, that are unanswered in the SM.
The MSSM postulates the existence of two additional heavy neutral Higgs bosons, the
CP-even H boson and the CP-odd A boson, next to the SM like Higgs particle. The
search for these heavy scalar bosons might reveal new physics beyond the Standard
Model.
An analysis is presented searching for heavy neutral Higgs resonances in the channel
A/H → ττ where both tau leptons decay into hadrons using 13.2 fb−1 of data recored
by the ATLAS detector. To enhance the sensitivity of the analysis Boosted Decision
Trees (BDT) are used. Since no excess of data over the SM expectancy is observed,
upper limits in the mA-tan(β) parameter plane in the mmod+

h scenario of the MSSM
are set to exclude certain parameter regions. The BDT approach improved the limits
when compared to previous results.

Kurzfassung

Das Minimal Supersymmetrische Standardmodell (MSSM) ist eine Erweiterung des
Standardmodells (SM) der Teilchenphysik, welches in der Lage ist viele Fragen zu
beantworten die sich nicht im SM erklären lassen, wie z.B. das Problem der Feinab-
stimmung der Korrekturen der Higgsmasse. Das MSSM sagt die Existenz zusätzlicher
schwerer neutraler Higgs Bosonen vorher, namentlich das CP-gerade H Boson und das
CP-ungerade A Boson, welche neben dem SM ähnlichen Higgs Teilchen existieren. Die
Suche nach solchen schweren Higgs Bosonen wäre ein Tor zu neuer Physik jenseits des
Standardmodells.
Vorgestellt wird eine Analyse auf der Suche nach schweren neutralen Higgs Reso-
nanzen im Zerfallskanal A/H → ττ , indem beide Tau Leptonen in Hadronen zerfallen.
Analysiert werden 13.2 fb−1 Daten aufgenommen mit dem ATLAS Detektor. Um die
Sensitivität der Analyse zu verbessern werden Boosted Decision Trees (BDT) verwen-
det. Da kein Überschuss an Daten über der SM Erwartung beobachtet wurde, werden
obere Limits im mA-tan(β) Parameterraum im mmod+

h Szenario des MSSM berech-
net, die gewisse Parameterkonfigurationen ausschließen. Der BDT basierte Ansatz
zeigt dabei eine deutliche Verbesserung der Limits im Vergleich zu den vorherigen
Resultaten.

III





Contents

1 Introduction 1

2 Theoretical Foundations 3
2.1 The Standard Model of particle physics . . . . . . . . . . . . . . . . . 3
2.2 Higgs mechanism in the Standard Model . . . . . . . . . . . . . . . . . 4
2.3 Supersymmetric extensions and the MSSM . . . . . . . . . . . . . . . . 8
2.4 Physics with tau leptons . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 The ATLAS Experiment at the LHC 15
3.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 The ATLAS experiment . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2.1 Coordinate system of the ATLAS detector . . . . . . . . . . . . 16
3.2.2 Inner detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2.3 Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.4 Muon spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.5 Event collecting and the trigger system . . . . . . . . . . . . . . 22

4 Monte Carlo generation and data samples 25

5 Analysis Selection 29
5.1 Physics object reconstruction and identification . . . . . . . . . . . . . 29
5.2 Event selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.3 Background estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.3.1 Data driven QCD background estimation . . . . . . . . . . . . 34
5.3.2 Monte Carlo background estimation . . . . . . . . . . . . . . . 35

6 Multivariate analysis 37
6.1 Boosted Decision Trees in the TMVA framework . . . . . . . . . . . . 37
6.2 Training setup for TMVA . . . . . . . . . . . . . . . . . . . . . . . . . 39

6.2.1 The classic splitting model . . . . . . . . . . . . . . . . . . . . . 43
6.2.2 The K-Fold cross validation model . . . . . . . . . . . . . . . . 46

6.3 Training results and validation . . . . . . . . . . . . . . . . . . . . . . 46
6.3.1 The classic splitting model . . . . . . . . . . . . . . . . . . . . . 47
6.3.2 The K-Fold cross validation model . . . . . . . . . . . . . . . . 52

7 Limit setting 57
7.1 Theory of limit setting . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.2 Limit setting results and uncertainties . . . . . . . . . . . . . . . . . . 61

7.2.1 Limit results of the BDTs trained with the classic splitting model 62
7.2.2 Limit results of the BDTs trained with K-Fold model . . . . . . 65

8 Summary 67

V



A BDT configuration and validation 69
A.1 Validation of the training variables . . . . . . . . . . . . . . . . . . . . 69
A.2 Signal region variable distributions . . . . . . . . . . . . . . . . . . . . 71
A.3 Configuration of the BDTs . . . . . . . . . . . . . . . . . . . . . . . . . 74
A.4 Event weights of the b-associated signal production Monte Carlo . . . 78
A.5 Validation of the BDTs . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
A.6 Signal region distributions of the BDTs . . . . . . . . . . . . . . . . . . 85

B Limit 91
B.1 Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
B.2 Limit result tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

VI



List of Tables

2.1.1 List of bosons in the SM . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 List of fermions in the SM . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3.1 Parameter configuration for the mmod+

h scenario . . . . . . . . . . . . 12
2.4.1 List of dominant decays of the tau lepton . . . . . . . . . . . . . . . . 13

4.0.1 List of Monte Carlo generators used for signal and background simulation 27

5.2.1 Event yields after event selection . . . . . . . . . . . . . . . . . . . . . 33

6.2.1 List of variables used for BDT training . . . . . . . . . . . . . . . . . 43

A.3.1 Common configuration for BDT training . . . . . . . . . . . . . . . . 75
A.3.2 Configuration for BDTs trained with classic splitting model . . . . . . 76
A.3.3 Configuration for BDTs trained with K-Fold model . . . . . . . . . . 77

B.1.1 Table of systematic uncertainities for B-TAG region . . . . . . . . . . 93
B.1.2 Table of systematic uncertainities for B-VETO region . . . . . . . . . 94
B.2.1 Table of the upper limit values using BDTs trained on the classic

splitting method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
B.2.2 Table of the upper limit values using BDTs trained on the K-Fold

method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

VII





List of Figures

2.2.1 Higgs potential before and after symmetry breaking . . . . . . . . . . 6
2.3.1 Particle spectrum of the MSSM . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Feynman diagrams for neutral MSSM Higgs production . . . . . . . . 10
2.3.3 Higgs mass distributions with loop corections . . . . . . . . . . . . . . 11
2.4.1 Decay of Higgs bosons into a pair of tau leptons . . . . . . . . . . . . 12
2.4.2 Branching ratios for heavy neutral MSSM Higgs bosons . . . . . . . . 14

3.1.1 Particle accelerators at CERN . . . . . . . . . . . . . . . . . . . . . . 16
3.2.1 Overview of the ATLAS detector components . . . . . . . . . . . . . . 17
3.2.2 Azimuthal angle dependence of the pseudorapidity . . . . . . . . . . . 18
3.2.3 Cut-away view of the inner detector . . . . . . . . . . . . . . . . . . . 18
3.2.4 Cut-away view of the calorimeter system . . . . . . . . . . . . . . . . 20
3.2.5 Cut-away view of the muon spectrometer . . . . . . . . . . . . . . . . 21
3.2.6 Schematic representation of the ATLAS trigger system . . . . . . . . 23

4.0.1 Integrated luminosity recorded by ATLAS . . . . . . . . . . . . . . . 25

6.0.1 Total transverse mass distributions used in the previously published
analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

6.1.1 Schematic representation of a decision tree . . . . . . . . . . . . . . . 38
6.2.1 Background and signal configuration of the BDTs . . . . . . . . . . . 40
6.2.2 Signal region distribution of the main separating training variables . . 42
6.2.3 Same-sign distribuntions of the main separating training variables . . 44
6.2.4 Shape comparrison between negative and positive MC weights for

1000GeV signal mass . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6.3.1 Normalized response distributions of 500GeV and 1000 GeV signal

mass BDTs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.3.2 Signal correlation for 1000 GeV and 500 GeV signal mass BDT trained

using classic splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.3.3 Background correlation of training variables . . . . . . . . . . . . . . 49
6.3.4 ROC-Curve for BDTs trained on the classic splitting model . . . . . . 49
6.3.5 BDT response in the same-sign validation region for the 500 and

1000GeV BDTs using classic splitting . . . . . . . . . . . . . . . . . . 50
6.3.6 BDT response in the signal region for the 500 and 1000 GeV BDTs

using classic splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.3.7 Normalized response distributions of the 500 GeV signal mass BDTs

trained with K-Fold method . . . . . . . . . . . . . . . . . . . . . . . 52
6.3.8 Normalized response distributions of the 1000 GeV signal mass BDTs

train with K-Fold method . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.3.9 BDT response in the same-sign validation region for the 500 and

1000GeV BDTs using the K-Fold method . . . . . . . . . . . . . . . . 54
6.3.10 BDT response in the signal region for the 500 and 1000GeV BDTs

using the K-Fold method . . . . . . . . . . . . . . . . . . . . . . . . . 55

IX



7.1.1 Propability density function of the test statistic . . . . . . . . . . . . 60
7.2.1 B-VETO and B-TAG expected limits for the classic splitting method 63
7.2.2 Combined expected and observed limits for the classic splitting method 64
7.2.3 B-VETO and B-TAG expected limits for the K-Fold method . . . . . 65
7.2.4 Combined expected and observed limits for the K-Fold method . . . . 66

A.1.1 Same-sign distribuntions of variables used for training in B-TAG . . . 69
A.1.2 Same-sign distribuntions of variables used for training in B-TAG . . . 70
A.1.3 Same-sign distribuntions of variables used for training in B-VETO . . 70
A.1.4 Same-sign distribuntions of variables used for training in B-VETO . . 71
A.2.1 Signal region distribution of the training variables in B-TAG . . . . . 72
A.2.2 Signal region distribution of the training variables in B-TAG . . . . . 73
A.2.3 Signal region distribution of the training variables in B-VETO . . . . 73
A.2.4 Signal region distribution of the training variables in B-VETO . . . . 74
A.4.1 Shape comparrison between negative and positive MC weights for 1000

GeV signal mass in B-VETO . . . . . . . . . . . . . . . . . . . . . . . 78
A.4.2 Shape comparrison between negative and positive MC weights for 1000

GeV signal mass in B-TAG . . . . . . . . . . . . . . . . . . . . . . . . 79
A.5.1 Same-sign validation of BDTs trained with classic splitting for 300,

350, 400 GeV signal mass . . . . . . . . . . . . . . . . . . . . . . . . . 80
A.5.2 Same-sign validation of BDTs trained with classic splitting for 600,

700, 800 GeV signal mass . . . . . . . . . . . . . . . . . . . . . . . . . 81
A.5.3 Same-sign validation of BDTs trained with classic splitting for 1200 GeV

signal mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
A.5.4 Same-sign validation of BDTs trained using K-Fold method for 300,

350, 400 GeV signal mass . . . . . . . . . . . . . . . . . . . . . . . . . 82
A.5.5 Same-sign validation of BDTs trained using K-Fold method for 600,

700, 800 GeV signal mass . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.5.6 Same-sign validation of BDTs trained using K-Fold method for 1200 GeV

signal mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
A.6.1 Signal region response distributions of BDTs trained with classic split-

ting for 300, 350, 400 GeV signal mass . . . . . . . . . . . . . . . . . . 85
A.6.2 Signal region response distributions of BDTs trained with classic split-

ting for 600, 700, 800 GeV signal mass . . . . . . . . . . . . . . . . . . 86
A.6.3 Signal region response distributions of BDTs trained with classic split-

ting for 1200 GeV signal mass . . . . . . . . . . . . . . . . . . . . . . . 87
A.6.4 Signal region response distributions of BDTs trained using K-Fold

method for 300, 350, 400GeV signal mass . . . . . . . . . . . . . . . . 87
A.6.5 Signal region response distributions of BDTs trained using K-Fold

method for 600, 700, 800GeV signal mass . . . . . . . . . . . . . . . . 88
A.6.6 Signal region response distributions of BDTs trained using K-Fold

method for 1200 GeV signal mass . . . . . . . . . . . . . . . . . . . . . 89

X



1 Introduction

The discovery of the electron by J. J. Thomson in 1897 [1] marks the birth of fun-
damental particle physics, one of youngest fields of physics that tries to explain the
mechanics of particles at very small scales. Since then this new field of physics ex-
perienced a rapid development. With the formulation of Quantum Electrodynamics
(QED) by S. I. Tomonaga, J. Schwinger and R. Feynman in the late 40s, the first fully
covariant formulation of a quantum theory of electromagnetism was available [2–4].
Based on the formalism used in QED, a theory of the weak nuclear interaction was
developed by A. Salam, S. Weinberg and S. L. Glashow [5–7]. Shortly after P. Higgs,
F. Engelbert and R. Brout independently postulated the existence of the Higgs mech-
anism that is responsible for generating the mass of the known fundamental particles
and introduced a unified theory of electromagnetism and the weak force [8–10]. Al-
most at the same time M. Gell-Mann and G. Zweig constructed the theory of Quantum
Chromo Dynamics that describes the interaction between quarks and their formation
to hadrons. These theoretical models, most of which are formulated in the 1960s, are
combined in a model that explains the fundamental nature of particles, the so called
Standard Model (SM).
The SM has passed vigorous tests of its predictions using experiments with ever in-
creasing complexity. Today the SM is one of the most accurately tested theories. All
particles that are predicted by the SM were observed and measured in the last few
decades by numerous experiments, the last one being the Higgs boson discovered in
2012 [11,12]. However, some of the predictions made by the SM seem to be unnatural
and a quantum field theory that describes gravity and unify all known fundamental
forces into one theory has yet to be found. One of the possible modifications to the
SM that are able to resolve many of the issues are supersymmetric (SUSY) models
that postulate an additional symmetry transformation between bosons and fermions.
One extension of the SM, the Minimal Supersymmetric Standard Model (MSSM),
predicts the existence of additional heavy Higgs bosons, which decay to a significant
fraction into tau leptons.
To search these particles, enormous accelerators that collide particles are constructed
with complex detectors built around the points where the particles collide. The biggest
hadron collider build by man is the Large Hadron Collider where the ATLAS detector,
a multi-purpose particle detector, is located.
None of the additional Higgs bosons has been found yet, so certain regions of the
parameter space of the SUSY theories are excluded.
To enhance the sensitivity of the analysis in order to eventually find the signature of
the theoretical Higgs bosons, sophisticated algorithms and data analysis techniques
have to be used.
Outside of high energy physics fields multivariate analysis techniques (MVA) are de-
veloped to automatically evaluate vast amounts of data while achieving remarkable
performance in identifying characteristics in the data to separate or categorize them.
These algorithms rely on supervised learning to learn characteristic features. In the
last decade modern MVA methods gained more attention in high energy physics. Es-
pecially Boosted Decision Trees (BDT) are found to be very useful to identify particles
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by their signature left behind in the detector.
In this thesis a BDT based analysis searching for heavy neutral MSSM Higgs bosons
decaying into tau leptons is presented. Here the multivariate method is applied to
enhance the separation between hypothetical signal and background using only basic
observables of the decay topologies.
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2 Theoretical Foundations

2.1 The Standard Model of particle physics

The Standard Model (SM) of particle physics is currently the most successful theory
that describes all known particles and their interactions through the fundamental
forces, which are the electromagnetic force, the weak and the strong nuclear force [13].
Gravity is not included within the SM and a theory that describes all four fundamental
forces is yet to be discovered. However, because the magnitude of gravity is negligible
at subatomic scales, this does not impact the accuracy of predictions made by the
SM.

The particle content of the SM consists of 12 fermionic particles with a spin of 1
2 and

5 bosons which have integer spins. All particles are thought to be elementary, that
means they are point like and have no further substructure. The SM is a relativistic
quantum field theory that can be described by a single Lagrangian density function
with a local gauge symmetry of SU(3)c × SU(2)L ×U(1)Y. The SU(3)c gauge group
corresponds to the strong nuclear force with gluons as gauge bosons that carry color
charge. On the other hand the symmetry group SU(2)L×U(1)Y is the combined gauge
symmetry of the electroweak interaction. This symmetry however is spontaneously
broken by the Higgs mechanism [8–10] leaving behind U(1)Q gauge group of the
electromagnetic interaction with photons as gauge bosons and heavy W± and Z bosons
of the weak nuclear interactions, both were predicted by S. L. Glashow, S. Weinberg
and A. Salam [5–7]. In addition to the gauge particles, a heavy Higgs boson with
spin 0 is created by the electroweak symmetry breaking. Gauge bosons like photons
and gluons are the transmitter particles of the fundamental interactions. The boson
content of the SM is listed in Table 2.1.1.

Fermions, the elementary particles that make up matter, are separated in leptons
and quarks grouped into three generations. Each generation contains a pair of "up"
and "down" type fermions. Particles of different generations only differ in their invari-
ant mass while all other properties, like charge and spin, stay the same. This creates
a variety of different fermion particles which are parametrized by a quantum number
called flavor. The fermionic particle content of the SM is listed in 2.1.2.
Quarks are elementary particles that have color charge and therefore take part in
strong interactions which is described in the theory of Quantum Chromo Dynamics
(QCD) [16, 17]. Because of the high magnitude of the strong nuclear force on small
scales, free quarks quickly bond together to form color-neutral hadrons so that no free
color charge can be observed. This effect is known as color confinement [14]. Since
the interaction strength between color charged particles does not diminish fast enough
when the particles are pulled apart, it is favorable to create quark-antiquark pairs from
vacuum that quickly bond to the free charged particles, creating new color-neutral
hadrons. This process of recombination is called hadronization or fragmentation.
Left handed quarks have a weak isospin of T = 1

2 and form doublets under weak
interactions, whereas right handed particles do not interact with W bosons in charged
flavor changing currents.
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Leptons on the other hand have no color charge and thus are not subject to strong

Name Spin Mass [GeV] Electric charge T3 Color charge

Photon γγγ 1 0 0 0 -

W-Boson WWW± 1 80.4 ±1 ±1 -

Z-Boson ZZZ 1 91.2 0 0 -

Gluon ggg 1 0 0 0 8 combinations

H-Boson hhh0 0 125.4 0 −1
2 -

Table 2.1.1: List of the bosons that are predicted by the SM [15]. If no charge is
assigned, the particle is a singlet under this interaction.

interactions. Under the weak interaction, left handed leptons also generate doublets
of a charged lepton and a corresponding electric neutral neutrino. Because neutrinos
only have a weak isospin charge, they only interact over weak interaction so that
right handed neutrinos are effectively sterile particles [18]. The SM assumes that
neutrinos are massless but the observation of neutrino oscillation suggest none zero
masses [19, 20]. While it can not be excluded that the lightest neutrino has no mass,
upper limits for the sum of the neutrino masses can be set to

∑
mν ≤ 0.3 eV [21]

through cosmic observations and thus neutrinos are several orders of magnitudes
lighter than their charged counterparts. The fermionic content of the Standard Model
and their properties are summarized in Table 2.1.2.

2.2 Higgs mechanism in the Standard Model

The electroweak sector is described by an SU(2)L×U(1)Y gauge theory, where the field
W a

µ corresponds to SU(2)L with the generators Ta (a = 1,2,3) that are proportional
to the 2× 2 Pauli matrices [13]:

Ta =
1

2
σa with σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
,

and Bµ corresponds to U(1)Y with the hypercharge Y as generator of the group,

Y = Q− T3.

The kinematic part of Lagrangian function that describes the electroweak sector is
then defined as [22]:

Lew = −1

4
W a

µνW
a µν − 1

4
BµνB

µν

with the field strength tensor:

W a
µν = ∂µW

a
ν − ∂νW

a
µ + gW εabcW b

µW
c
ν ,

Bµν = ∂µBν − ∂νBµ,

where εabc is the 3-dimensional Levi-Civita symbol. The Lagrangian function contains
no mass terms for the vector fields and thus the particles are massless. However,
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Quarks
Name Mass Electric charge T3 Color charge

1. Generation
uuu

ddd

2.3MeV

4.8GeV

+2
3

−1
2

+1
2

−1
2

r,g,b

2. Generation
ccc

sss

1.2GeV

95MeV

+2
3

−1
2

+1
2

−1
2

r,g,b

3. Generation
ttt

bbb

173.1GeV

4.2GeV

+2
3

−1
2

+1
2

−1
2

r,g,b

Leptons
Name Mass Electric charge T3 Color charge

1. Generation
eee

νννe

511 keV

≤ 0.3 eV∗

+2
3

−1
2

+1
2

−1
2

-

2. Generation
µµµ

νννµ

105.7MeV

≤ 0.3 eV∗

+2
3

−1
2

+1
2

−1
2

-

3. Generation
τττ

ννντ

1.78GeV

≤ 0.3 eV∗

+2
3

−1
2

+1
2

−1
2

-

Table 2.1.2: List of fermions predicted by the SM [15]. ∗ Upper limit is set for the
sum of all neutrino masses.
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|Φ|

V (|Φ|)

µ2 < 0µ2 > 0

|Φ0||Φ0|

Figure 2.2.1: Form of the Higgs potential before (red) and after (blue) spontaneous
electroweak symmetry breaking [22].

measurements have shown that the electroweak Z and W gauge bosons as well as the
quarks and charged leptons have quite substantial masses [15]. Simple mass terms
of the structure mφφ∗ would break the gauge symmetry of the Lagrangian function
and are therefore not possible. To let W and Z bosons acquire mass while conserving
gauge invariance, one has to add an additional complex scalar Higgs field isodoublet
Φ with a potential V (Φ) that enables symmetry breaking:

Φ =

(
Φ+

Φ0

)
, (2.1)

with hypercharge YΦ = +1, which results in a positively charged field component Φ+

and a neutral one Φ0. The corresponding Lagrange density function is defined by:

LΦ = (DµΦ)
† (DµΦ)− V (Φ), (2.2)

where V (Φ) is an appropriately chosen Higgs potential:

V (Φ) = µ2Φ†Φ+ λ(Φ†Φ)2. (2.3)

This Lagrangian function is invariant under SU(2)L × U(1)Y. The vacuum state
however can break this symmetry. As shown in Figure 2.2.1, the minimum of the
potential depends on the sign of µ2. If µ2 > 0, only one minimum Φ+ = Φ0 = 0
exists, but for negative µ2 < 0 the minimum is found to be a circle in the |Φ| plane.
Because it is not expected that the vacuum state of the Higgs field is electrically
charged, Φ+ can be set to zero. This leads to a vacuum expectation value for the
neutral Higgs field of

Φ0 =
v√
2
,

v =
√
−µ2

λ .

(2.4)
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The Higgs field can be expanded around the vacuum expectation value by a general
first order expansion resulting in

Φ0 =

(
0

1√
2
(v + h(x))

)
. (2.5)

If (2.5) is put in Lagrangian density (2.2) with the gauge covariant derivation

Dµ =
(
∂µ − igwT

aW a
µ − igY Y Bµ

)
, (2.6)

the Lagrange function will become

LΦ0 = (∂µh(x))
2 +

v2g2W
4 W+

µ W− µ
(
1 + h(x)

v2

)
+ v2

4 (g
2
Y + g2W )ZµZ

µ
(
1 + h(x)

v2

)
+ V (Φ0),

(2.7)

where Zµ and W±
µ fields are mixtures of the Bµ and W a

µ that diagonalize the mass
matrix:

W±
µ = 1√

2
(W 1

µ ∓ iW 2
µ),

Zµ =
gWW 3

µ−gY Bµ√
g2W+g2Y

.

(2.8)

After the Higgs field acquires its vacuum state in the case µ2 < 0, the Lagrangian
is no longer invariant under electroweak gauge transformations, instead mass terms
for the Zµ and W±

µ fields are generated. Also the scalar field h becomes massive.
However, the U(1)Q gauge symmetry, the symmetry of electromagnetism with the
electric charge Q as generator, remains. The corresponding gauge boson Aµ, the
photon, is left untouched by electroweak symmetry breaking and therefore remains
massless. The Higgs field can also couple with fermions over Yukawa couplings to
generate their mass:

LYukawa = −λeL̄ΦeR − λdQ̄ΦdR − λdQ̄Φ̃uR + h.c.

= − 1√
2
λe (ν̄e, ēL)

(
0

v + h(x)

)
eR + ...

= − 1√
2
λe (v + h(x)) ēLeR + ...

(2.9)

with L and Q the isodoublets of left handed and eR, dR, uR for the right handed
singlet fields of leptons and quarks. To generate the mass of the up-type quarks,
a charge conjugated Higgs doublet Φ̃ = iτ2Φ

∗ is required, introducing terms with
complex conjugated fields in the potential. The Yukawa coupling constants λl for all
lepton species are free parameters of the theory and are connected with the invariant
lepton mass:

ml =
vλl√
2
. (2.10)

The massive scalar boson discovered in 2012 by the ATLAS and CMS experiments
is associated with the Higgs Boson predicted by the SM, as many properties are in
alignment with the expected theoretical values [11,12,23,24].
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2.3 Supersymmetric extensions and the MSSM

Although predictions made by the SM are in very good agreement with results of
experiments, there are still questions within particle- and astrophysics that are left
unanswered. For one, a theory that unifies the electroweak and strong nuclear force,
a so called Grand Unified Theory, is yet to be found [25]. Also not resolved in the
SM is the so called fine-tuning problem. Because the magnitude of gravity is very
small at subatomic scales, gravitational effects would play a role at the Planck energy
scale which is about 16 orders of magnitudes higher than the electroweak scale. A
quantum field theory that includes gravity would add very large loop corrections to
the Higgs mass. These loop corrections are quadratically divergent with the highest
energy scale of the theory. Normalizing the mass of the Higgs boson to its measured
value, which is near the electroweak scale, would require an unnatural fine tuning
of free parameters [22]. Another problem that can not be satisfyingly understood
within the SM is the existence of dark matter. Despite that dark matter does not
seem to interact with photons, it can be measured via its gravitational impact on the
movement of galaxies and by measuring gravitational lensing effects [26,27]. Currently
there is no well-defined answer in the SM.

However, there are extensions to the Standard Model that are able to answer these
questions. Very popular models are supersymmetric (SUSY) theories where the exis-
tence of an additional symmetry transformation is postulated that transforms bosons
into corresponding fermions and vice versa, thus expanding the particle content of
the model by the supersymmetric partners of the already known particles [28]. The
model with the smallest particle content that is still compatible with experimental
results is the Minimal Supersymmetric Standard Model (MSSM). It predicts the ex-
istence of a superpartner for each known particle in the SM. A SUSY transformation
in the MSSM would transform gauge bosons and Higgs bosons to half integer spin
gauginos and Higgsinos, whereas leptons and quarks would become so called sleptons
and squarks with spin zero. The entire particle spectrum predicted by the MSSM is
summarized in Figure 2.3.1.
The MSSM also requires the existence of an additional Higgs doublet [29], so that

the Higgs sector is described by the two doublets H1 with vacuum expectation value
v1 and H2 with v2 which have the structure:

H1 =

(
H0

1

H−
1

)
with Y = −1 and H2 =

(
H+

2

H0
2

)
with Y = +1. (2.11)

At least two Higgs doublets of opposite hypercharge are required to generate the
masses for fermions via Yukwa couplings. Terms proportional to Φ̃ = iτ2Φ

∗ that are
used in the SM to generate the mass of up-type fermions are not allowed within the
MSSM since the superpotential should not contain the complex conjugate of the fields.
Otherwise the superpotential would not be invariant under SUSY transformation. The
Higgs potential is then a function of both doublets

VH =
(
µ2 +mH1

)
|H1|+

(
µ2 +mH2

)
|H2| − µBεij

(
H i

1H
j
2 + h.c.

)
+

+
g22+g21

8

(
|H1|2 − |H2|2

)2
+ 1

2g
2
2

∣∣∣H†
1H1

∣∣∣ . (2.12)

The vacuum expectation values, v1 for H0
1 and v2 for H0

2 , are acquired after spon-
taneous symmetry breaking analog to the procedure outlined in chapter 2.2. Here
also SU(2)L × U(1)Y gauge symmetry breaks and U(1)Q symmetry remains. Other
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Bosons Fermionic Superpartner
Neutral
Bosons

Z γ h0 H0 A χ̃0
1 χ̃0

2 χ̃0
3 χ̃0

4 Neutralinos

Charged
Bosons

W± H± χ̃±
1 χ̃±

2 Charginos

Gluons g g̃ Gluinos

Fermions Bosonic Superpartner

Leptons
e µ τ

νe νµ ντ

ẽ µ̃ τ̃

ν̃e ν̃µ ν̃τ

Sleptons

Quarks
d s b

u c t

d̃ s̃ b̃

ũ c̃ t̃

Squarks

Bosons with spin 1 Bosons with spin 0

Fermions with spin 1
2

Figure 2.3.1: Particle spectrum of the MSSM [28]. Each SM like particle has a super-
symmetric partner. In addition, two Higgs doublets are predicted leading
to the existence of two charged and three neutral Higgs bosons. Particles
in their mass eigenstate are listed.

than in the Standard Model the two Higgs doublets have 8 degrees of freedom where
3 are gauged away by the W± and Z boson. This implies the existence of 5 Higgs
bosons. One light and one heavy CP-even boson h0 and H0, a CP-odd boson A and
two charged bosons H±. The entire Higgs sector is described at tree level by two
parameters which are often chosen to be the mass of the CP-odd boson mA and the
ratio of the vacuum expectation values tan(β):

tan(β) =
v2
v1

. (2.13)

The Higgs fields of H1 and H2 can interact via Yukawa couplings with fermions
where H1 couples to up-type fermions with coupling strength λu and H2 to down-
type fermions with λd:

λu =
√
2mu
v1,

λd =
√
2md

v2
, (2.14)

so heavier fermions couple stronger to the Higgs field. By constructing the ratio of
coupling constants from (2.14), one finds:

λd

λu
=

md

mu
tan(β). (2.15)
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Figure 2.3.2: Feynman diagrams for gluon fusion production (a) and b-associated pro-
duction in four (b) and five (c) flavor scheme for neutral MSSM Higgs
bosons at the LHC [29].

This shows, that for increasing tan(β) the coupling to down type fermions with T3 =
−1

2 like bottom quarks and tau leptons are strongly enhanced, whereas couplings to
up type fermions become suppressed.

Currently no SUSY particle has been directly observed yet, but because most super-
symmetric models like the MSSM require one additional Higgs doublet, it is therefore
a viable strategy to look for new heavy Higgs bosons.

At hadron colliders like the LHC, Higgs bosons are produced by proton-proton
collisions. There are two major production types that involve QCD processes, namely
gluon fusion production, where two gluons fuse together over a quark loop emitting a
Higgs boson, and the b-associated production with additional bottom quarks in the
final state as shown in figure 2.3.2.

With the two free parameters of the theory, the mass of the additional Higgs bosons
can be calculated at tree level:

m2
H± = m2

A +m2
W± ,

m2
h,H = 1

2

(
m2

A +m2
Z ∓

√(
m2

A +m2
Z

)2 − 4m2
Am

2
Z cos2(2β)

)
.

(2.16)

From the last equation in (2.16) the mass of the lightest Higgs boson can be con-
strained by an upper limit:

mh ≤ min(mA,mZ) |cos(2β)| ≤ mZ . (2.17)

If the light h boson is set to be the Higgs boson discovered by the ATLAS and
CMS experiments with mass mh = 125.09± 0.24GeV [30], equation (2.17) leads to a
contradiction because the mass of the lightest MSSM Higgs boson would be greater
than the Z mass. This contradiction can be solved through loop corrections to the
Higgs self-energy that allows a significantly higher lowest Higgs mass within additional
tuning parameters of the higher order perturbation calculations.
Driving loop corrections are caused by top/stop loops and can be calculated to:

∆m2
h ∼ 3

2π2

m4
t

v2 sin2 β

(
log

M2
S

m2
t

+
X2

t

M2
S

[
1− X2

t

12M2
S

])
, (2.18)
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with the vacuum expectation value v =
√
v21 + v22, running top mass m2

t and the
geometric average of the stop mass MS =

√
mt̃1

·mt̃2
. The variable Xt denotes the

mixing of the stop mass eigenstates t̃1 and t̃2 and is defined:

Xt = At −
µ

tan(β)
, (2.19)

with At as the trilinear stop-Higgs coupling and µ the Higgsino mass parameter. To
raise the light Higgs mass above the Z mass to the measured value, either the stop
masses have to be significantly higher as their contribution grows logarithmically or
stop mixing parameter has to be adjusted. Former is regarded as "unnatural" because
the SUSY mass scale is expected to be not far off from the electroweak symmetry
breaking scale, so the light Higgs mass can only be corrected using mainly stop mix-
ing. The dependency of the h boson mass as a function of the stop mixing parameter
is shown in Figure 2.3.3.
As the light Higgs mass can be tuned by two possible Xt inside the local maxima, this
leads to the definition of two possible benchmark scenarios, one with positive and one
with negative sign of the mixing parameter.

-4 -3 -2 -1 0 1 2 3 4
Xt (TeV)

80

90

100

110

120

130

140

M
h

(G
eV

)

1-loop
2-loop
FeynHiggs

Figure 2.3.3: Higgs mass as function of Xt with loop corrections calculated by SuSpect
(dashed and red line) and 2-loop corrections using FeynHiggs (dotted
line) from Ref. [29]. The loop corrections to the Higgs self-energy allows
a significantly higher lighter Higgs mass.

The scenario with positive signed Xt, called mmod+
h and the scenario with negative

signed stop mixing mmod−
h . Both scenarios yield similar results, but the mmod+

h sce-
nario describes better the (g−2)µ measurement of the muon while mmod−

h is in better
conformity with measurements of BR(b → sγ). Furthermore, the definition of a mmax

h

scenario is possible where loop corrections maximize the mass of the lightest Higgs.
However, depending on the benchmark configuration the mmax

h scenario allows Higgs
masses to be over 130GeV which is not in agreement of the measurement.
In this thesis, the mmod+

h scenario is used to compare the sensitivity of different anal-
ysis results. The setup for the parameters of the scenario is described in Ref [31] and
listed in Table 2.3.1.
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Variable Description
MSUSY = 1000 GeV SUSY mass scale

µ = 200 GeV Higgsino mass parameter
M2 = 200 GeV SU(2) gaugino mass parameter
Ml̃3

= 1000 GeV Stau sector mass parameter
Ml̃1,2

= 500 GeV Mass parameter of the 1. and 2. slepton generation
Mq̃1,2 = 1500 GeV Mass parameter of the 1. and 2. squark generation

mt = 173.2 GeV Top mass
mg̃ = 1500 GeV Gluino mass

XOS
t = 1.5×MSUSY Stop mixing in OS scheme

XMS
t = 1.6×MSUSY Stop mixing in MS scheme
Af = 0 Trilinear Higgs to fermion couplings (f = u, d, c, s, µ, e)

Ab = Aτ = At Trilinear Higgs to sbottom, stau and stop coupling

Table 2.3.1: Parameter configuration for the mmod+
h scenario of the MSSM [31].

2.4 Physics with tau leptons

The tau lepton is the heaviest known lepton having an invariant mass of 1776.82 ±
0.16MeV [15] and thus being almost 17 times heavier than the muon. Due to the
resulting large phase space, the mean lifetime of a tau lepton is very small (290.3 ×
10−15 s ± 0.5× 10−15 s [15]). Because it decays so fast, the tau lepton can not be de-
tected directly, thus only the decay products are visible and used to analyze scattering
processes where tau leptons are involved in the final states. Tau leptons decay almost
58% of the time to light hadrons like pions and only to 35 % in lighter charged leptons
and lepton neutrinos [15]. Table 2.4.1 summarizes the dominant decay channels of
the tau decay (Figure 2.4.1).

τ

τ

ντ

W

h/H/A

e, µ, q

νe, νµ, q

Figure 2.4.1: Decay of Higgs bosons into a pair of tau leptons. The tau lepton decays
further into leptons and hadrons.

In all decay channels at least one tau neutrino is present in the final state. Because
neutrinos can only interact by the weak interaction, most of the time they leave the
detector undetected. Although there is a lepton involved when a tau decays into pi-
ons, it is still convenient to call this decay the hadronic decay channel since only the
hadrons can be detected. The visible hadronic decay products are labeled τhad, vis.
In the hadronic decay a categorization in charge multiplicity is made. Since electric
charge is conserved, a tau lepton can decay in odd amounts of charged pions. How-
ever, tau leptons mostly decay hadronically with charge multiplicity of 1 or 3 because
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Leptonic decay
Decay products Branching fraction Γi

Γ

τ+ → µ+ + νµ + ντ 17.4%

τ+ → e+ + νe + ντ 17.8%

Total 35.2%

Hadronic decay
1 charged hadron

τ+ → π+ + ντ 10.8%

τ+ → π+ + π0 + ντ 25.5%

τ+ → π+ + 2× π0 + ντ 9.3%

τ+ → π+ + 3× π0 + ντ 1.1%

Total 46.7%

3 charged hadrons

τ+ → 2× π+ + π− + ντ 9.0%

τ+ → 2× π+ + π− + π0 + ντ 2.7%

Total 11.7%

Table 2.4.1: List of dominant decays of the tau lepton [15].
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decays involving more charged pions are increasingly kinematically suppressed. In the
leptonic decay one additional lepton neutrino is present in the final state. Since neu-
trinos are not detected and reconstructed, this loss of decay information subsequently
leads to potentially worse tau reconstruction resolutions.

As shown in (2.15) the coupling of Higgs bosons in the MSSM is strongly enhanced
for high tan(β). This results in high branching ratios for Higgs bosons decaying into
tau leptons as shown in Figure 2.4.2, while the coupling to top quarks and other
up-type fermions gets smaller. In this thesis the full hadronic decay of neutral Higgs
bosons is analyzed where both tau leptons decay hadronically:

h/H/A → τ+τ−. (2.20)

This decay channel is particularly sensitive for the search of MSSM Higgs bosons at
high values of tan(β).
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Figure 2.4.2: Branching ratios for heavy neutral MSSM Higgs bosons in dependence
of mA for tanβ = 10 and 50. The branching ratios are calculated using
FeynHiggs and SusHi [31–38]
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3 The ATLAS Experiment at the LHC

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [39] is the world largest particle collider, located
at the CERN (European Organization for Nuclear Research) laboratories in Geneva,
Switzerland. The LHC is a synchrotron for accelerating proton or lead ion beams in
opposite direction. The ring like structure of the beam pipes measures a circumfer-
ence of 27 km and lies in the tunnel of the precursor experiment LEP (Large Electron
Positron collider) [40] up to 175 m beneath the surface. To keep the charged particle
beams on their circular path, the beam pipe includes 1232 superconducting dipole
magnets, which have to be cooled down to 1.9K using liquid helium. The dipole mag-
nets create a magnetic field of up to 8.3 T, bending the flight path of the particles.
Additional 392 quadrupole magnets and several higher order multi-pole magnets are
used to focus and counteract dispersion of the particle beams. The LHC is capable of
reaching a beam energy in proton-proton mode of 6.5 TeV resulting into a center of
mass energy of currently

√
s = 13TeV. To achieve the high particle energy, protons are

pre-accelerated in several smaller accelerators. The first is the linear particle acceler-
ator LINAC 2 which accelerates protons from hydrogen gas striped of their electrons,
up to an energy of 50 MeV. The protons are then fed into the Proton Synchrotron
Booster (PSB) raising the energy to 1.4GeV. The Proton Synchrotron (PS) acceler-
ates the particles further up to 26 GeV before they are entering the last stage, the
Super Proton Synchrotron (SPS), which increases the energy to 450GeV and injects
the proton beams into the LHC. The entire acceleration chain is visualized in Figure
3.1.1. The proton in the beams are packed in bunches. These bunches cross and
collide with each other at 4 interaction points, where the 4 big detectors ATLAS [42],
CMS [43], ALICE [44], LHCb [45] and the smaller ones LHCf [46], TOTEM [47] and
MoEDAL [48] are located. After the first Long Shutdown from February 2013 to
April 2015 (LS1), the number of bunches was steadily increased to a maximum of
2076 bunches crossing with a minimal bunch space of 25 ns [49]. In June 2016 the
LHC was capable to reach the designed luminosity of 1034 cm−2 s−1 [50].

3.2 The ATLAS experiment

The ATLAS experiment (A Toroidal LHC ApparatuS) is one of the four bigger ex-
periments placed at the interaction points of the LHC. It is a multi-purpose particle
detector, measuring 25 m in height and 44 m in length [42]. Its main purpose is to
measure particles created by high energy bunch crossings, recording and reconstruct-
ing them for each scattering event. The ATLAS has to fulfill high standards as it is
used as a tool for precision measurements of physical quantities predicted by the SM,
especially the properties of the Higgs boson in which discovery in 2012 the ATLAS
experiment was involved, as well as for looking for new physics beyond the SM like
supersymmetry [51].
To accomplish the ambitious goals, the detector is itself made out of several sub-
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Figure 3.1.1: Schematic representation of the particle accelerators [41]. The LINAC2,
PSB, PS and SPS are involved in the proton acceleration chain of the
LHC.

detectors concentrically layered around the interaction point of the beam pipe. The
cylindric shape allows to cover most of the spatial directions. An overview of all
detector components is given in Figure 3.2.1.

3.2.1 Coordinate system of the ATLAS detector

To parametrize the parts of the detector and subsequently the particle tracks recon-
structed from energy deposits within the detector, a right handed Cartesian coordinate
system can be introduced with its origin at the point of interaction, the longitudinal
z-axis defined along the beam pipe. The x-y-plane is further referred as the transversal
plain as it is orthogonal to the flight direction of the protons in the beam pipe. The
transversal component of a momentum vector is then defined as:

pT =
√
p2x + p2y. (3.1)

The transverse plane is of particular interest since momentum in this plane is conserved
so that the sum of all transverse momenta should be zero. However, some particles
can escape the detector, like neutrinos which only interact weakly and thus mostly
leave the detector without interacting with the material at all. Exploiting transversal
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Figure 3.2.1: Schematic overview of the ATLAS detector components [42].

momentum conservation, the sum of the energy carried away by these particles in
the transversal plane can be calculated as the negative vectorial sum of the visible
transverse momenta [52]. The derived quantity is called missing transverse energy
ET,mis:

ET,mis =
∣∣∣−∑ ~pT

∣∣∣ , (3.2)

Also spherical coordinates (r, φ, θ) are used with the radius r =
√
x2 + y2 + z2, the

azimuthal angle φ defined by tanφ = y
x and the polar angle defined by cos θ = z

r
measuring the spacial angle to the beam pipe. In hadron collider physics, instead of
the polar angle, usually the pseudorapidity η is used:

η = − ln tan

(
θ

2

)
. (3.3)

The advantage of using the pseudorapidity instead of the polar angle is, that for
particles, which masses are negligible compared to their energy, the pseudorapidity
is invariant under Lorentz transformations along the beam axis. This allows to take
the unknown longitudinal momentum of the partons inside the proton into account.
Vectors perpendicular to the z-axis have a pseudorapidity of η = 0 while for vectors
parallel to the beam pipe η approaches ±∞. The azimuthal angle dependency of η
is illustrated in Figure 3.2.2. Using the pseudorapidity the solid angle element R is
defined:

R =
√
φ2 + η2, (3.4)

so that solid angle difference between two vectors is calculated as:

∆R =
√

(φ1 − φ2)2 + (η1 − η2)2. (3.5)

3.2.2 Inner detector

The inner detector (ID) of the ATLAS experiment is composed of three different
sub-detectors, the pixel detector, the semiconductor tracker (SCT) and the transi-
tion radiation tracker (TRT) layered around the beam pipe. Its task is to precisely
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Figure 3.2.2: Azimuthal angle dependence of the pseudorapidity visualized for certain
angles.

measure the tracks of charged particles flying through the detectors. All of the sub-
detectors are segmented into a cylindrical barrel region and end-caps, covering a total
pseudorapidity range of |η| < 2.5. The cross sectional image of the ID is presented in
Figure 3.2.3. The entire inner detector is surrounded by a superconducting magnet

Figure 3.2.3: Cut-away view of the inner detector [42].

solenoid, creating a homogeneous magnetic field with field strength of 2 T. Charged
particles going though the magnetic field experience a Lorentz force, bending the par-
ticle trajectory. From the curvature of the tracks the momentum of the particle can
be calculated. Also track measurements are used to reconstruct the decay vertex, thus
track measurement plays a critical role for distinguishing particles originating from
different vertices.
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The pixel detector
The pixel detector is the innermost part of ATLAS, being the detector closest to the
interaction point. It consists of four pixel layers concentrically arranged around the
beam pipe in the barrel region. The innermost pixel layer, the so called Insertable B-
Layer (IBL), was implemented during the LS1 phase, enhancing track resolution near
the interaction point and significantly improving particle reconstruction [53]. The
radial distance between the beam and the IBL is only 3.3 cm, so that the detector
has to withstand enormous radiation throughout its planned lifetime. In the end-cap
region the pixels are arranged in discs perpendicular to the beam. The pixels are
doped silicon semiconductor detectors of size (R−φ)× z of 50×400µm2, resulting in
an intrinsic accuracy in the barrel of 10µm in (R−φ) and 115µm along z. The pixel
detector covers a range of |η| < 2.5 where layers are aligned such, that on average
three layers are hit by a particle flying through.

The semiconductor tracker
The pixel detector is surrounded by the SCT, made out of doped silicon microstrips as
active material. There are 4 cylindrical layers in the barrel region covering |η| < 1.4
and 9 disk layers for each end-cap extending the range up to |η| < 2.5. In total around
6.3 million silicon sensors are chained together in microstrips, where two strips are
combined in stereo pairs. The SCT provides a slightly worse but still very high granu-
larity of 17µm in (R−φ) and 580µm in z (R) direction in the barrel (end-cap) region
compared to the pixel detector.

The transition radiation tracker
The outermost detector of the ID is the transition radiation tracker. It consists of
gas filled drift tubes with the length of 144 cm in the barrel region and 37 cm in the
end-caps, covering the total range of |η| < 2. The tubes are 4 mm in diameter and
stacked in layers parallel to the beam pipe, providing only R − φ information. On
average a particle crosses 36 straw tubes, adding a significant amount of additional
track information for reconstruction. As fill gas a mixture of 27 % carbon dioxide,
3% oxygen and 70 % xenon is used. Due to gas leaks, some of the tubes are filled
with argon instead of xenon for cost reasons. The gold plated tungsten wires going
through the tubes are 31µm in diameter and operate with an electric potential dif-
ference between anode wire and cathode wall of 1.53 kV. As particles go through the
tubes and collide with the gas atoms, these atoms are ionized causing drift currents
between tube wall and anode wire where they are collected, amplified and read out. In
addition, foils and polymer fibers are placed in between the tubes to create transition
radiation if a charged particle goes through. The produced soft X-rays are absorbed
by the xenon atoms creating an increased signal yield in the tubes. Since relativistic
electrons produce the most amount of transition radiation, leaving behind a unique
signature in the TRT, this adds additional electron identification capabilities.

3.2.3 Calorimeters

To measure the energy of particles, calorimeter systems are arranged around the
solenoid magnet. The calorimeter system is divided into a electromagnetic and a
hadronic calorimeter delivering the granularity required for energy reconstruction.
Energy measurements are done by completely absorbing the particles and measuring
the energy deposit in the active detector material. A cut-away view of the calorimeter
system is shown in Figure 3.2.4.
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Figure 3.2.4: Cut-away view of the calorimeter system [42].

The electromagnetic calorimeter
Following the ID, the electromagnetic calorimeter (ECAL) surrounds the solenoid
magnet. The ECAL is divided into the barrel calorimeter covering the |η| < 1.475
region and two end-caps for 1.375 < |η| < 3.2, with the region of highest granularity
at |η| < 2.5. However, the coarser-grained end-cap regions are sufficiently fine for the
electromagnetic jet reconstruction. The ECAL is based on sampling detector technol-
ogy with liquid argon (LAr) as active material combined with lead absorbers. When
electrons or photons traverse the absorber materials, they will lose energy due to
bremsstrahlung and pair production. The produced radiation ionizes argon atoms in
the active materials creating free charges which are collected by electrodes. The result-
ing signal yields are proportional to the energy deposited. To minimize punch-through
of electrons and photons into the hadronic calorimeter, the three Pb-LAr layers in the
barrel region have a minimum total thickness of 22 times radiation length (X0) and
at least 24 times X0 in the end-caps.

The hadronic calorimeter
The ECAL is followed by the hadronic calorimeter (HCAL) which itself consists of
different sub-detector parts. The part directly encompassing the ECAL is the tile
calorimeter. The tile barrel covers the |η| < 1 region and is extended on both sides
with additional barrels covering 0.8 < |η| < 1.7. It is a sampling calorimeter composed
of steel plates as absorber material with scintillating tiles as active material in between.
A total of 64 modules per barrel are segmented in three layers, reaching a thickness of
9.7 times the hadronic interaction length, thus minimizing punch-through of non-muon
particles to the outer muon detectors. Particles that interact via strong interactions
create showers in the absorber material. Secondary electromagnetic components of
the showering stimulate the scintillator tiles which optical signals are captured and
amplified by photomultipliers.
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Figure 3.2.5: Cut-away view of the muon spectrometer [42].

In addition to the tile calorimeters, a LAr hadronic end-cap calorimeter (HEC) is
placed behind the ECAL end-caps. The HEC covers 1.5 < |η| < 3.2, overlapping
the tile calorimeters. Similar to the ECAL, the HEC is made out of copper plates as
absorber alternated by LAr as active material.
To further extend reconstruction at high pseudorapidity range, additional LAr for-
ward calorimeters (FCal) are placed within the HEC near the beam pipe, covering
3.1 < |η| < 4.9. The FCal is separated into two parts, one containing copper plates
as absorber material, optimized for measuring electromagnetic interactions, and the
other using tungsten plates measuring the energy of hadronic jets.

3.2.4 Muon spectrometer

Since muons are low ionizing particles at energies above several GeV, they mostly pass
the calorimeters without depositing a lot of energy. To precisely measure the tracks of
muons, dedicated muon detectors are placed around the calorimeter, building the out-
ermost part of the ATLAS detector. In the barrel and end-cap regions, most parts are
located around or inside the toroid magnet, creating an almost circular 0.5 T magnetic
field that bends the trajectories of muons passing through. The toroid magnets are
divided into a large barrel magnet (|η| < 1.4) and end-cap magnets (1.6<|η| < 2.4).
The end-cap detectors are arranged in large wheels perpendicular to the z-axis in
distances of |z| ≈ 7.4m, 10.8 m, 14 m and 21.5m. To track the muons, four different
types of detectors are used (see Figure 3.2.5).
Monitored drift tubes (MDTs) are cylindrical drift chambers filled with a gas mix-

ture of argon and carbon dioxide operating at a pressure of 3 bar. Muons crossing
the MDT ionize gas atoms creating free electrons that are collected by a central gold
plated tungsten-rhenium wire anode with a potential difference of 3080 V. However,
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due to the drift time of electrons from the chamber wall to the wire of about 700 ns,
the readout speed is limited. The tubes are stacked in 3 to 8 layers on a rectangular
support structure creating MDT chambers. These chambers achieve a resolution of
35µm and are used throughout the entire spectrometer in the end-cap wheel and in
the barrel region, enabling the precise measure of muon tracks.
In the forward region, 2.7 > |η| > 2, cathode strip chambers (CSC) are implemented
to match the higher readout speed requirement in regions with higher particle flow
densities. Similar to the MDT, the CSC are drift chambers filled with an argon-
carbon dioxide gas mixture. The CSCs are constructed as flat chambers holding
parallel aligned anode wires operating at 1900 V. Cathode strips are placed in orthog-
onal direction to the wires with a cathode-anode gap of 0.25mm, allowing for η and
φ measurement. Position measurements of the tracks are done by analyzing and in-
terpolating the signals on the cathode strips, while the anode wires are not read out.
Four CSC elements are packed together in planes and are placed at the inner side of
the toroid end-cap magnets. The resolution of the CSC planes vary between 80µm
and 5 mm. The CSCs have fast time resolution compared to MDTs of 7 ns per plate.
In the barrel region, additional to the MDTs, resistive plate chambers (RPC) are im-
plemented. The RPC consists of 2 parallel superimposed resistive plates with a gas
gap in between. On the outer faces of resistive plates, graphite electrodes are mounted,
generating a electric field 9.8 kV. On top of both electrodes are readout strips run-
ning orthogonal to each other, allowing for φ and η resolution of the muon tracks.
The 2 mm wide gas gap is filled with a mixture of tetrafluoroethane, methylpropane
and sulfur hexafluoride. Muons passing through the gap ionize atoms and create free
electrons. Under the high electrical potential differences, these free electrons ionize
the gas themselves, causing avalanches of free charges as they travel to the anode.
The cascading charges induce a signal in the readout strips. RPCs are capable to
operate at a readout speed of ∼ 1 kHz/cm2, thus can be used to trigger events where
muons are present. Thin gap chambers (TGC) are placed in the inner three wheels in
the 1.05 < |η| < 1.92 range, to provide trigger capabilities in the end-cap region and
additional azimuthal measurements. Like CSCs, TGCs are multi-wired proportional
chambers. The fill gas used is based on carbon dioxide and n-pentane, which has
good quenching properties and thus allows for a low drift time of the free electrons of
∼25 ns.

3.2.5 Event collecting and the trigger system

Since the LHC is colliding particles at a rate of 40MHz, the enormous amount of data
can not be recorded for every single event. Also most components, like the ID, are
due to technical limitations unable to be read out at this frequencies. Therefore a two
layered trigger system is introduced to select events based on predefined cuts using
informations from fast detector components [54]. The first trigger level reduce the
data rate significantly, enabling the next trigger to make further selections.
The first trigger is the Level-1 trigger (L1) which is directly implemented on hardware
components. The L1 trigger system is separated into a L1Calo, using deposit infor-
mation of all calorimeters, an L1Muon trigger that rely on the RPC in the barrel and
TGC in the end-cap region, and a dedicated L1Topo trigger that looks for specific
topological structures in the event by analyzing the signatures in all trigger systems.
Using calorimeter information, the L1Calo trigger is capable of selecting events with
high ET, such as events involving jets and hadronically decaying tau leptons as well
as events with high ET,mis. The L1Muon triggers perform a threshold selection on
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the pT of muons. In total, the L1 trigger reduces the event rate to 100 kHz. All of the
trigger informations are forwarded to the Central Trigger Processor (CTP) that de-
cides whether an event is triggered or not. Upon accepting an event, the information
of the Region of Interest (RoI) is send to the High Level Triggers (HLT). During the
time it takes for the L1 trigger to form a decision, the data collected by the detector
parts are stored temporally in data-pipelines often directly located near the detector.
The HLT is a software based trigger which works on a large distributed computer
farm. From the L1 trigger, the HLT gets the information about the RoI and send
a request to gather the data from the detector. Using the full detector information,
the HLT is able to apply more dedicated selections and consequently lowering the
event yield to values between 600 and 1000 Hz. Events that pass the HLT are col-
lected and written to the storage system. Different event filters of a HLT can be
applied on the events, optimized to select specific physics objects like tau lepton de-
cays. Since the total write out bandwidth is limited, for each of the HLT a prescale
factor is calculated according to the expected rate a HLT will fire in dependence of
the luminosity. If the trigger rate of a HLT is expected to exceed the data stream
the system can handle under certain run conditions, only every other event is written
to the storage. The actual amount of the events can be recalculated by applying the
prescale factors. An overview over the ATLAS trigger system is given in Figure 3.2.6.

Figure 3.2.6: Schematic representation of the ATLAS trigger system [54].
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4 Monte Carlo generation and data
samples

Data recorded by the ATLAS detector that is used for this analysis was gathered in
the data taking periods beginning from August 2015 to July 2016, corresponding to
a total integrated luminosity of 13.2 fb−1 [50]. The luminosity history for this and
previous periods is shown in Figure 4.0.1. For the data taking period, the ATLAS
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Figure 4.0.1: Integrated luminosity recorded by ATLAS [50]. The red line corresponds
to luminosity taken in 2015 and the purple line in 2016 for proton-proton
collisions. Data from these periods are used for this analysis.

detector recorded data from proton-proton collisions of the LHC with a center of mass
energy of

√
s = 13TeV.

The generation of simulated events plays a crucial role in the search for physics
beyond the SM, as it enables the simulation of SM processes, which are used for
background analysis and the simulation of signal processes according to the prediction
of the theory tested. For simulation Monte Carlo generators (MC) are used like
PYTHIA [55,56] or Sherpa [57]. The MC generators calculate the matrix element for a
given process using Feynman diagrams and the Lagrangian function of the underlying
theory, such as electroweak quantum field theory or perturbative QCD. Since protons
are collided and thus QCD effects play a major role, the perturbative Matrix Element
(ME) approach works only for hard scattering processes, because QCD contributions
at lower energy scales can not be described by perturbative theories due to confinement
of QCD color charge. Examples of soft scattering events that have to be considered are
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initial and final state radiation. These arise when particles emit other particles before
or after the main hard scatter event. For example a quark created in a hard scatter
process can radiate gluons that decay into quarks and further hadronizes, forming
cone like propagating clusters of particles called QCD jets. Contributions from non-
perturbative QCD processes can be calculated using Parton Shower (PS) models. The
PS allows to model the regime between hard scattered and soft QCD processes where
hadronization of quarks plays a major role. As collisions of protons are examined,
simulations have to take into account the Parton Distribution Functions (PDF) of the
quarks and gluons in the proton. The PDFs used for simulation have to be measured
by experiments as they can not be predicted by theory.

To test the hypothesis of heavy neutral Higgs bosons predicted by the MSSM, sig-
nal event samples for gluon-gluon fusion (ggH) and b-associated production (bbH)
described in Figure 2.3.2 are simulated. To test a wide range of the mA-tan(β) pa-
rameter space of the MSSM, different event samples for mass hypotheses from 300 GeV
up to 1200 GeV are produced. The cross section of the signal event samples are cal-
culated using SusHi [38,58] and Higgs couplings by FeynHiggs [32–37].
For background estimation Z, W , di-boson (ZZ, WW , ZW ), tt̄ and single top events
are simulated. The generators used to generate these event samples can be found in
Table 4.0.1. Different MC generators are used for generating hard scattered events
with matrix element approximation and for parton showering, except for event sam-
ples generated with Sherpa that can do both.
To improve event population at high transverse momenta, the event samples of W
production processes are sliced in pT and the Drell-Yan process event samples in res-
onance mass at matrix element level. The cross sections for Z and W production
are calculated using the FEWZ simulation framework at next-to-next-to-leading or-
der [59–61].
To model the background arising from top-quark production and decay, tt̄ and single
top events are generated. For generating the single top background, s- and t-channels
as well as the so called W t- production channel [62], with a top-quark and an addi-
tional W boson in the final state, are considered. The top quark decay in all event
samples are simulated by MadSpin [63] while the decay of lighter hadrons, including
b- and c-quarks, are corrected with the EvtGen v1.2.0 [64] decay simulator.
Since the readout speed of the detector is limited and the readout cycle of inner de-
tector parts is multiple times longer than the average time between bunch-crossings,
the overlay of multiple scatter processes, the so called pile-up, has to be modeled in
the Monte Carlo simulations. There are two types of pile-up. In the so called in-time
pile-up additional inelastic scatter events are present next to the main hard scatter
vertex, while out-off-time pile-up describes multiple overlaying hard scatter events
from different bunch crossings due to the readout inertia of the detector. The pile-up
is modeled using events generated with Pythia 8.186.

For all Monte Carlo generated background event samples and the ggH signal events
the detector response is simulated with the GEANT4 [65] simulation software com-
bined with a detailed description of all parts of the ATLAS detector. Large amounts
of negative events weights in the bbH event sample due to redundancy in the shower
modeling of the ME and PS Monte Carlo generators are observed. Therefore more
signal events have to be generated to match the required event yields for modeling
the signal. Because the full detector simulation with GEANT4 is very processing
expensive, the fast ATLAS simulation ATLFAST-II [66, 67] is used for the MSSM
bbH signal. After detector simulation all MC event samples are processed with the
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same software used for data processing. However, particle information from the MC
generator are also kept as so called truth information in the simulated event samples.
The processed data is stored in a container format called Derived Analysis Object
Data (DxAOD) [78] which allows a standardized access to event information.

Process
MC Generator

ME-Generator PS-Generator

Signal
ggH POWHEG-BOX v2 [68–71] PYTHIA 8.210 [56]

bbH MADGRAPH5_aMC@NLO 2.1.2 [72,73] PYTHIA 8.210

Background
Z POWHEG-BOX v2 [74,75] PYTHIA 8.168 [76]

W Sherpa 2.2.0 [57]

Di-boson Sherpa 2.2.0

tt̄, single top

s- W t-chanel
POWHEG-BOX v2 [62,77] PYTHIA 6.428 [55]

single top

t-chanel
POWHEG-BOX v1 [77] PYTHIA 6.428

Table 4.0.1: List of Monte Carlo generators used for signal and background simulation
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5 Analysis Selection

5.1 Physics object reconstruction and identification

In this thesis the decay of heavy neutral Higgs bosons predicted by the MSSM into a
pair of hadronically decaying taus is studied. A major task is to reconstruct and iden-
tify these tau leptons in the data collected by the ATLAS experiment. Furthermore,
it is also important to reconstruct electrons, muons and quark-gluon jets as well as
possible because they can leave similar detector signatures, thus contributing to the
process background. Hereinafter is listed how these objects are reconstructed from
data recorded by the ATLAS detector.

Electron reconstruction and identification
Electrons are reconstructed from the signature left in the electromagnetic calorimeter
as well as pixel, SCT and TRT hits in the inner detector which can be used to calcu-
late the track parameters of the particles [79]. Clusters of the calorimeter information
are build using a seeded cluster reconstruction. The seed is generated by a sliding
window technique where the calorimeter layers are divided into grids which granular-
ity correspond to the energy resolution of the calorimeter and the energy deposits of
the grid layers are summed and stacked. The clusters are then seeded by stacks with
a total transverse energy deposit of more than 2.5GeV.
The track reconstruction is done via pattern recognition [80]. The pixel hits in the
inner detectors are compared with the expected bremsstrahlung energy loss of the
particle for each crossing with the detector material. The track candidates are then
matched with the cluster barycenter by a fitting algorithm that take bremsstrahlung
effects into account.
For the identification of electrons a likelihood method is used. This multivariate
method assigns a identification class to electron candidates that discriminates elec-
trons from background. Variables used for the identification arise from calorimeter
and track entries, track-cluster matching and bremsstrahlung effects.
There are three predefined working points for the electron identification loose, medium
and tight corresponding to increasing background rejection efficiency.

Muon reconstruction and identification
Muons are reconstructed independently using information from the muon spectrome-
ters and the inner detectors [81]. The spectrometer reconstruction utilizes information
from hits in the muon drift tubes that have to be aligned with features observed in
other spectrometer layers.
The muon candidate is then matched to hits in the inner detector, taking into account
the distortion of the path caused by magnetic fields.
The identification of muons is achieved by cuts on variables optimized to separate
muon signal from background. Like for the electron identification there are three in-
clusive working points available, loose, medium and tight and an additional high-pT
working point.
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Jet reconstruction
QCD jets, caused by quark and gluon showering, are reconstructed from energy de-
posits in the calorimeter using an anti-kt algorithm to build clusters [82, 83]. The
algorithm calculates the weighted distance between two calorimeter deposits dij and
the beam axis B:

dij = min
(
k2pT, i, k

2p
T, j

)
∆2

ij

R2 ,

diB = k2pT, i,

with ∆2
ij = (yi − yj) (φi − φj) ,

(5.1)

where kT, i is the transverse momentum, φi the azimuthal angle and yi the rapidity of
the i-th entity. The parameter R is the radius parameter and p a factor that governs
the behavior of the algorithm. This clustering algorithm is called kt-algorithm when
p > 0 and anti-kt-algorithm when p < 0. In each iteration the two entries with the
shortest distance from one another are merged to form a cluster. If diB is the shortest
distance, the corresponding cluster is removed from further iterations and called jet.
This is done until all deposits are clustered to jets.
In this analysis anti-kt jets with R = 0.4 and p = −1 are used.

Tau reconstruction and identification
The baseline of reconstructing hadronically decaying tau leptons are jets formed on
calorimeter clusters by an anti-kt algorithm with R = 0.4 [84]. The reconstruction is
restricted to the |η| < 2.5 region, excluding the barrel−end-cap overlap region.
The tau clusters are matched with the primary vertex of the event. If more than
one vertex is present that matches with the tau jet, the one with the highest squared
transverse momentum sum of the associated particles is used as tau vertex. All vari-
ables further used for analysis are calculated with respect to the tau vertex.
In addition to calorimeter deposits, also track information is used for reconstruction.
All tracks in the inner detectors that fall inside the core region of ∆R < 0.2 around
the tau vertex corrected jet axis and exceed a pT threshold of 1 GeV are associated
with the tau candidate.
However, the tau reconstruction yields not sufficient rejection power against QCD jets.
Therefore an identification algorithm based on Boosted Decision Trees (BDT) [90,92],
a multivariate analysis technique, is used to separate jets originated from visible tau
lepton decays and quark-gluon jets. To improve separation power, different BDTs are
trained for taus with charge multiplicity of 1 and 3. The BDTs are trained on Monte
Carlo simulated events of Z/γ∗ → ττ as signal and QCD di-jet samples as background.
Configuration and training of the BDTs used for tau lepton identification is described
in Ref. [84].
Likewise to the electron identification, three working points are defined for the BDT
based identification, loose, medium and tight corresponding to 0.6 (0.5), 0.55 (0.4),
0.45 (0.3) signal efficiency for a charge multiplicity of 1 (3).

B-Tagging
Jets are also tested whether they originated from decays of bottom-flavored hadrons
to exploit the presence of b-quarks in the final state of b-associated Higgs produc-
tion. B-mesons have relatively long lifetimes of τb ∼ 10−12 s, thus the decay of the

30



b-hadrons leave behind a distinctive signature where the decay vertex is slightly dis-
placed from the primary vertex. The B-Tagger delivers a multivariate analysis tool to
discriminate bottom decay jets from QCD background [85, 86]. It uses a BDT classi-
fier with variables derived from fitting particle tracks to secondary b-decay vertices.
Different working points on the BDT output are given at 60 %, 70 %, 77 % and 80%
identification efficiency.

5.2 Event selection

The event selection plays a crucial role in the final analysis results, so kinematic cuts
and selection criteria have to be applied carefully. The selection is chosen to suppress
background contributions while enriching the expected signal that is searched for and
is described in detail in Ref. [87].
In this analysis at least two τhad, vis are required, where the one with the highest pT
is called leading tau candidate and the one with the second highest subleading tau.
The leading tau candidate has to match the object reconstructed by a tau HLT that
triggered the event in a cone around ∆R ≤ 0.2. Because of the high instantaneous
luminosity, two inclusive high level triggers with a pT threshold of 80GeV and 125 GeV
are used. These HLT trigger when at least one jet originating from a possible tau decay
is observed in the event. For each event the unprescaled trigger with the lowest pT
threshold is used for matching.
Muons that are selected have to pass a medium identification requirement. In addition
they have to exceed a pT threshold of 7 GeV and be measured within a pseudorapidity
range of |η| < 2.5 to be considered as muons.
In the electron selection, electrons have to pass a loose identification requirement and
satisfy pT > 15GeV. Due to constraints in the reconstruction, only electrons in the
|η| ≤ 2.47 region, excluding the barrel−end-cap overlap region 1.37 ≤ |η| ≤ 1.52, are
taken into account. To suppress background originating from light leptons that are
misidentified as the decay of tau leptons, a veto on muons and electrons is applied, so
that an event gets discarded if a muon or electron fulfill the requirements presented
above.
Reconstructed jets have to pass a pT > 20GeV threshold and be located in the
|η| ≤ 2.5 region. As pointed out in section 5.1, hadronically decaying tau leptons are
reconstructed from jets. To avoid double counting of jet objects as QCD jets and
τhad, vis candidates, an overlap removal is applied that removes jets that are within
a ∆R ≤ 0.2 cone of a τhad, vis candidate. To suppress effects caused by pile-up for
jets with pT ≤ 60GeV and |η| < 2.4, a jet vertex tagger algorithm is used [88]. It
delivers a multivariate technique to calculate the likelihood that a jet originated from
the primary vertex and relies on information of the jet tracks, energy and vertex
matching. Only jets accepted by the tagging algorithm are considered.
In the following the main selection criteria on the τhad, vis candidates are listed:

• Leading τhad, vis passes medium BDT identification requirement

• Leading tau pT ≥ 110GeV or 140GeV depending on the pT threshold of the
lowest unprescaled tau trigger

• Subleading tau passes loose BDT identification requirement

• Subleading tau has pT ≥ 55GeV
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• Both taus have a reconstructed charge multiplicity of 1 or 3

• ∆φ > 2.7 between leading and subleading tau

• Oppositely charged tau leptons with absolute charge of 1e

Since the trigger efficiency is not flat from the beginning of the trigger pT threshold,
but has a slope that reaches a plateau above higher pT values, the pT cuts are chosen
to ensure a stable trigger efficiency. The cut on ∆φ is motivated from the expectation,
that heavy Higgs bosons are produced almost at rest in the transverse direction and
thus decay products would radiate outwards back-to-back in the φ-plane.
In addition to kinematic cuts and identification requirements, the data blocks analyzed
have to be listed in the so called good-runs-list that includes all data tanking periods
where the detector was fully functional and operated normally [89].
To further enhance the sensitivity of the analysis, topological differences of the Higgs
production channels can be exploited. As shown in Figure 2.3.2 the b-associated
production of Higgs bosons, additional b-quarks are involved in the final state. To
enrich the b-associated signal, a dedicated B-Tagging algorithm with a identification
efficiency of 70 % is used to identify jets originating from b-hadron decay.
Two orthogonal categories are defined depending on whether a b-jet is present or not:

• B-TAG category: At least one b-tagged jet

• B-VETO category: No b-tagged jets.

In the B-TAG category, the pT threshold for the subleading tau candidate is increased
to 65GeV to improve background modeling.
The selection outlined here is further referred to as signal region. The requirement
of oppositely charged tau leptons allows for the definition of a same-sign validation
region where both taus have the same charge. This same-sign region is orthogonal to
the signal region and serves for validation of the background modeling in the variable
distributions since the signal expectation in this region is very small.
The event yields in the signal region is summarized in Table 5.2.1. No significant
deviation of the total event yields between the expected SM background and the
data in the signal region are found. How the differed backgrounds are modeled and
estimated is covered in section 5.3.
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Event yields in B-VETO
Process Nominal Statistical Unc. Systematic Unc.

Multi-jet 1510 ±12
+190
-190

Z/γ∗ → ττ 340 ±6
+90
-80

W → τν + jets 79 ±3.6
+13
-12

tt̄, single top 15 ±1.4
+17
-17

Others 12.9 ±1.1
+2.8
-2.5

SM expected 1960 ±13
+210
-210

Data 2010 ±40

Signal mA = 500GeV
tan(β) = 20

69 ±1.3
+19
-18

Event yields in B-TAG
Process Nominal Statistical Unc. Systematic Unc.

Multi-jet 47 ±2.1
+12
-12

tt̄, single top 29 ±2.0
+11
-10

Z/γ∗ → ττ 4.1 ±0.9
+1.4
-1.4

W → τν + jets 1.39 ±0.17
+0.27
-0.27

Others 0.7 ±0.5
+0.27
-0.29

SM expected 83 ±3.1
+16
-16

Data 63 ±8

Signal mA = 500GeV
tan(β) = 20

29 ±0.9
+8
-8

Table 5.2.1: Event yields after event selection in B-VETO (top) and B-TAG (bottom).
No significant excess of data over the SM expectation is observed.
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5.3 Background estimation

Although the event selection suppresses background while minimizing signal loss, the
remaining background contributions have to be well modeled to see if any significant
deviation from the SM expectations in the data of the signal region are observed. Es-
timation of background contributions can be either done by Monte Carlo simulation
or by data driven methods, which require a definition of a control region to measure
and estimate the background contributions, that have to be extrapolated to the signal
region.
Most of the background contribution arises from jets and leptons faking τhad, vis. How-
ever, there is also irreducible background from processes with real τhad in the final
state. The procedure of background estimation is fully described in Ref. [87].

5.3.1 Data driven QCD background estimation

The leading background contribution in the B-TAG and B-VETO category arises
from multi-jet events, where jets from hadronizing gluons or quarks are misidentified
as τhad, vis. The background is estimated using a data driven fake factor technique.
Fake factors are measured in a fake factor control region which is enriched with multi-
jet background, while having a similar but orthogonal phase space to the signal region
and containing almost no signal contamination. To estimate the background, a tag
and probe technique is applied, where the leading tau selection is orthogonal to the
signal region selection (tag) whereas the subleading tau is used to measure the fraction
of jets faking tau decays (probe). The background estimation is done independently
for B-TAG and B-VETO in the following fake factor control region:

• Event is triggered by single jet triggers

• Leading τhad, vis pT > 100GeV

• Leading τhad, vis fails medium BDT identification requirement

• p
subleading τhad, vis
T

p
leading τhad, vis
T

> 0.3

• B-VETO:

– Leading τhad, vis candidate has charge multiplicity of 1 or 3

– No b-tagged jet

• B-TAG:

– No more than 7 charged tracks for leading τhad, vis

– No charge requirement on leading τhad, vis

– At least 1 b-tagged jet

• Signal region fake factors:

– Opposite sign charged leading and subleading τhad, vis

• Same-sign validation region fake factors:

– Same sign charged leading and subleading τhad, vis.
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Separate fake factor measurements are done for signal region and same-sign validation
region. The cut on the pT-ratio is applied to match the ratio between jets originating
from gluons and quarks to the ratio expected in the signal region, therefore creating a
more similar phase space occupancy. In order to enrich the number of multi-jet events
in B-TAG, the cut on the charge multiplicity of the leading τhad, vis is loosened.
The fake factors fmj are then defined as the ratio of the number of subleading τhad, vis
that pass the loose BDT identification requirement and those that fail the requirement:

fmj(pT, NTrack) =
NpassBDT-ID(pT, NTrack)

Nfail BDT-ID(pT, NTrack)
. (5.2)

To model the transverse momentum dependence, fmj is parameterized in pT and the
charge multiplicity NTrack of the subleading tau decay.
The shape of the multi-jet background in the signal region is estimated with data from
a fail-ID control region by applying the fake factors estimated in the fake factor control
region. This fail-ID region is similar to the signal region, except that the subleading
τhad, vis fails the loose BDT identification requirement. Like the fake factor control
region, the fail-ID region contains mostly multi-jet contributions. Background con-
taminations of real tau leptons in the fail-ID region are estimated using Monte Carlo
simulation and are subtracted from the multi-jet estimations. For a given kinematic
variable x, the multi-jet contribution in the signal region is then calculated to:

N signal region
multi-jet (x, pT, NTrack) = N fail-ID region

data (x, pT, NTrack)× fmj(pT, NTrack). (5.3)

The modeling of the multi-jet background can be validated in the same-sign validation
region which is especially enriched with QCD events.

5.3.2 Monte Carlo background estimation

The second leading background contribution in the B-VETO region comes from off-
shell Z boson decays into pairs of tau leptons. Because there are true taus in the final
state, the Z → ττ decay causes an irreducible background in the signal region. As
described in Chapter 4, Z → ττ background is simulated using Monte Carlo genera-
tors.
Another important background is the decay of a W boson into a tau lepton and a
neutrino, where an additional QCD jet is misidentified as second τhad, vis, thus this
background is further referred as W → τν + jets .
In the B-TAG region, the second leading background arises from top-quark decays into
a bottom-quark and a W boson, which can decay further into a lepton and lepton-
neutrino. Especially the decay of a tt̄ system can look very similar to the b-associated
Higgs production with two true tau leptons and two b-quarks in the final state. Back-
ground contributions from Z decays are strongly suppressed in this category due to
the requirement of at least 1 b-tagged jet.
Minor backgrounds estimated with Monte Carlo generators are di-boson production
and the decay of Z and W bosons into muons and electrons.
In most of the Monte Carlo simulated backgrounds one or more QCD jets are misiden-
tified as τhad, vis. A significant mismatch between the rate of QCD jets faking hadronic
tau decays in data and Monte Carlo generated events is observed. To correct the mis-
modeling, fake rates are measured from data and applied to τhad, vis candidates that
do not come from true tau decays in Monte Carlo generated events.
Fake rate measuring is done separately for B-TAG and B-VETO in a fake rate control
region defined by:
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• Event is triggered by a muon HLT with pT > 50GeV threshold

• HLT muon pT > 55GeV

• ∆φ(µ, τhad, vis) > 2.4

• mT(µ,ET,mis) > 40GeV

• Nb-jet = 0 for B-VETO and Nb-jet ≥ 1 for B-TAG

This region is enriched with tt̄ and single top events in B-TAG and W → τν + jets in
B-VETO.
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6 Multivariate analysis

After event selection and background estimation a final distribution has to be chosen
that yields good separation power between signal and background. In the previously
published search for heavy neutral MSSM Higgs bosons decaying into tau leptons at
ATLAS in Ref. [87], the total transverse mass mtot

T of the di-tau system is used for
the statistical analysis. It is defined as:

mtot
T =

√
m2

T (ET,mis, τ1) +m2
T (ET,mis, τ2) +m2

T (τ1, τ2), (6.1)

with:
mT (a, b) =

√
2pT(a)pT(b)[1− cos(∆φ(a, b))]. (6.2)

The distribution of mtot
T in B-TAG and B-VETO in the signal region can be found in

Figure 6.0.1.

Figure 6.0.1: Total transverse mass distributions used in the previously published
analysis [87].

In this thesis a new approach is presented using a multivariate analysis technique, the
Boosted Decision Tree (BDT), to improve separation of signal and background. The
BDT is trained and applied at event level, thus using basic kinematic variables from
the reconstructed detector objects. A BDT uses information from multiple variables
to decide if an event is more background or signal like. This decision is reflected in
a so called response distribution which can be used for statistical analysis instead of
mtot

T .
First the theory of BDTs is described. After that, the implementation and training
procedure is explained in detail, followed by the training results.

6.1 Boosted Decision Trees in the TMVA framework

Boosted Decision Trees are multivariate learning algorithms that are based on many
simple decision trees as weak learner and can be used for classification problems [90].

37



The trees of a BDT have to be trained on a training data set that provides event
information of a given set of variables X and the desired outcome. Because the final
distribution for this analysis can be simplified to signal and background like events,
the BDT is applied to a classification problem and thus also referred to as classifier.
An individual tree is build out of leaves and nodes in a tree structure originating from
the root node as shown in Figure 6.1.1. For each node, the algorithm takes the best

No Yes

Yes No

Root node

var 1

var 2+1

+1 -1

Node

Signal leaf

Background leaf

Figure 6.1.1: Schematic representation of a decision tree. Each node sets a criterion on
a variable that can be passed or failed. Depending on the result, events
go down further nodes in the tree until a leaf is reached that assigns
a value to the event. The color of the nodes represents the mixture of
background (blue) and signal (red) that goes into the node.

separating variable x ∈ X and finds a cut that best separates signal and background
events by maximizing the gain of the Gini-Index [91].
The Gini-Index G is a statistical measure that represents the inequality between signal
and background. It is defined as:

G = p(1− p), (6.3)

where purity p is the ratio of the number of signal events over the number of all events:

p =
S

S +B
. (6.4)

The best separating variable and cut value is defined to be the cut that maximizes the
difference of the Gini-Index between the parent node and the sum of the two daughter
nodes weighted by their event fractions.
After finding the optimal cut, the event samples are split in two subsamples that
either pass or fail the cut criteria of the node and proceed down into the daughter
nodes. The next nodes then find the best separating variables to split the subsamples
further. This splitting is done until a stop criteria is reached, like the maximal depth
of a tree or the minimum number of events that should pass a node. At the end of
the node structure are leaves that assign events that pass the leaf either -1, if the leaf
contains mostly background, or +1, if the leaf is dominated by signal.
Decision trees trained on a training data set are able to learn general features of the
data which can be used to discriminate signal and background. However, it is possible
that the decision trees pay attention to features that only exist in the training data.
The focus of non-general features can lead to a lower separation performance on new
data which was not included in the training. This loss in generality of classifiers is
called overtraining and can be disadvantageous and diminish the separation power.
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Because single decision trees often have low separation power and are prone to over-
training, multiple trees are trained and combined with a boosting algorithm called
Adaptive Boosting (AdaBoost) to form a single BDT classifier [92]. This procedure
allows to combine shallow decision trees with a depth of 2 or 3 nodes, that perform
often only slightly better than random guessing, into one strong classifier with highly
enhanced separation power. Given very small trees as weak learners, the overtraining
of the combined BDT is strongly suppressed leading to a more generalized classifier.
The AdaBoost algorithm takes the initial decision tree classifier h0 and calculates the
boosting weight α defined as:

α =
1− err

err
, (6.5)

where err is the misidentification rate of h0 in the training set. The next tree h1
is then grown on the training data set, where the misidentified events are weighted
by the common boost weight α. The entire training set is renormalized so that the
sum of weights remains constant. This reweighting procedure allows the next tree to
focus on events that are harder to distinguish between signal and background. This
is done successively for hundreds of trees, forming a decision forest. The responses of
the grown trees are finally combined into a single classifier response HBDT using the
boosting equation:

HBDT(y) =
1

Ntrees
×

Ntrees∑
i=0

ln(αi)hi(y), (6.6)

where Ntrees denotes the number of trees grown and hi(y) the response of the i-th
tree given the event y. For each event the BDT returns a response between -1 and
+1 where -1 corresponds to background like and +1 to signal like events. To further
enhance training results, a learning rate parameter β is introduced that modifies the
boosting weight:

α → αβ. (6.7)

Using the parameter β, the speed in which the classifier adopts to the training set can
be adjusted.
To decide if one BDT performs better on the test sample than another, the Receiver-
Operating-Characteristic-Curve (ROC-Curve) is used as a measure. The ROC-Curves
are constructed by plotting the inverse of the background efficiency against the signal
efficiency. For the BDT distributions D(x)B and D(x)S for background and signal
which are bound between x ∈ [−1, 1], the efficiency Eff in dependence of the BDT
response score threshold x is defined by:

EffB, S =

∫ 1
x D(x′)B, S dx′∫ 1
−1D(x′)B, S dx′

. (6.8)

The software framework used to configure and train BDTs in this analysis is delivered
by TMVA (Toolkit for Multivariate Analysis) [93].

6.2 Training setup for TMVA

To improve the performance of the BDTs that are finally used to separate background
from signal, the training and application strategy has to be chosen carefully. For
each mass point of the signal masses 400 GeV, 500 GeV, 600 GeV, 700 GeV, 800 GeV,
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1000GeV and 1200 GeV separate BDTs are trained to let each BDT optimize to indi-
vidual features in the signal event samples and thus enhancing separation power. The
only exception are the 300 GeV and 350 GeV signal mass samples which are covered by
one BDT to enhance the statistics of the training sets. Additionally individual BDTs
are trained for the B-TAG and B-VETO categories to benefit from the topological
differences of the dominant signal and background processes. This results in a total
amount of 16 BDTs which have to be individually set up and validated.
For all BDTs the two leading background contributions, that are multi-jet for both
categories and Z → ττ (top) for B-VETO (B-TAG), are used as background to train
against. The signal samples ggH and bbH are both used in B-VETO BDTs while in
B-TAG only the dominating bbH signal is fed into the training. The configuration of
the BDTs is illustrated in Figure 6.2.1.

Top

Multi-jet

Z → ττ
B-VETO Low 400GeV ... 1200GeV

B-TAG Low 400GeV ... 1200GeV

ggH

bbH

Figure 6.2.1: Background and signal configuration of the BDTs. For each mass point
in both categories BDTs are trained (middle) using major contribut-
ing signal samples (right) and the two most important backgrounds of
the regions (left). The "Low" labeled BDT is trained on the combined
300GeV and 350 GeV signal event samples.

Variables used for the training are mostly simple kinematic quantities. The back-
ground and signal distributions of the variables in the signal region are compared in
Figure 6.2.2 and in Appendix A.2.1, A.2.2, A.2.3, A.2.4 and are described hereinafter:

Total transverse mass: mtot
T

The total transverse mass as defined in (6.1) of the di-tau system is one
of the best separating variables especially for high signal masses. It is
strongly correlated with the Higgs boson mass and gets shifted to higher
values for heavier Higgs particles, thus separating background and signal.
It is the main discriminant variable used in Ref. [87] whose results are
compared to the results of this thesis.

Absolute value of the pseudorapidity of the leading tau: |ηleading τ |
The pseudorapidity distribution of the leading τhad, vis is a major discrimi-
nating variable. It is especially powerful to separate multi-jet from signal,
as the background shows a uniform |ηleading τ | distribution while bbH and
ggH signals peak at 0.

Missing transverse energy: ET,mis
As mentioned in Chapter 3.2.1, ET,mis is calculated by the vectorial sum
of pT from reconstructed electrons, muons, tau leptons and jets using in-
formations from calorimeter deposits and tracks [52].
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Although this variable is strongly correlated with mtot
T at high signal

masses since it is used in the calculation, it delivers extended background
separation power for lower mass signals.

Sum of visible tau masses:
∑

mτ, vis
This variable is defined as the sum of the invariant masses calculated
from the visible hadronic decay products of the leading and subleading
τhad, vis. Like ET,mis it is strongly correlated with mtot

T as similar variables
are used for its calculation. However, it has been shown to increase the
performance for low mass signals.

Transverse momentum balance: pT, balance
This variable is defined as the pT ratio of the two tau lepton candidates:

pT, balance =
pleadingτ
T

psubleadingτ
T

. (6.9)

Using the ratio allows the BDT to select different pT regions and subse-
quently increasing the performance.

Angular separation in the transverse plane: ∆φ
A cut on ∆φ between the tau leptons is already applied in the event
selection. This limits the range of this variable to π ≥ ∆φ > 2.7. However,
the additional degree of freedom improves the performance of the BDT.

Number of charged tracks: Ntrack, leading τ
The number of tracks that are associated with the leading tau candidate
is used to enable the BDT to see differences between tau decays with
different charge multiplicities.

Logarithm of jet pT: ln (pT, jet)
The BDT performance is further boosted by enabling access to jet pT
information of jets that are potentially present. The variable is defined
by:

ln (pT, jet) =

{
ln (pT, leading jet) , if at least one jet is present
0 , if no jet is present

. (6.10)

Number of b-jets: Nb-jet
The information about the number of jets that are tagged as b-jets sig-
nificantly increases the performance of the BDT.

Transverse mass of di-jet system: mT, di-jet
This quantity is used to discriminate the b-associated Higgs production
signal from multi-jet background by exploiting the special topology of
the additional b-jets in the signal process. The transverse mass is only
calculated if at least two jets are reconstructed, otherwise it is set to zero.
The numeric value is calculated in analogy to equation (6.2):

mT, di-jet =
√
2 · pT, jet1 · pT, jet2 · [1− cos(∆φ(jet1, jet2))], (6.11)
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where jet1 is the leading jet with the highest and jet2 the subleading jet
with the second highest pT.
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Figure 6.2.2: Signal region distribution of the main separating variables mtot
T and

|ηleading τ |. The 1000 and 500GeV Higgs boson cross section is scaled
to 1 pb in B-VETO (left) and 0.2 pb in B-TAG (right) to allow better
comparison between the signal and background distributions.

Most variables are used for all BDTs with exception of Nb-jet and mT, di-jet that are
not implemented for B-VETO type BDTs, since they are either trivial or do not hold
significant separation power. A summary of all variables and when they are used can
be found in Table 6.2.1.
The background modeling of all variables used for the training are validated in the

same-sign validation region in B-TAG and B-VETO with data from the ATLAS de-
tector. This is done to ensure that the background is modeled correctly and does not
bias the signal region results. As seen in Figure 6.2.3 for the main separating vari-
ables and A.1.1, A.1.2, A.1.3 as well as A.1.4 for the other variables, the background
modeling of the variable distributions are in agreement with the measured data in the
same-sign control region, thus no background mismodeling is observed.
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Variable B-VETO B-TAG

mtot
T 3 3

|ηleading τ | 3 3

ET,mis 3 3∑
mτ, vis 3 3

pT, balance 3 3

∆φ 3 3

Ntrack, leading τ 3 3

ln (pT, jet) 3 3

Nb-jet 3

mT, di-jet 3

Table 6.2.1: List of variables used for the training of B-TAG and B-VETO type BDTs.

As already mentioned, some of the variables are directly correlated by the way they
are defined. However, as the decision trees are trained by selecting only the best
separating variables at each training iteration, the resulting boosted classifier is very
resilient against correlation and redundant information. Instead, the BDT quite often
profits if more variables are used.

To minimize bias through overtraining in the BDT discriminant, events that are
used for training can not be used by the same BDT in the subsequent analysis. This
has to be taken into account when choosing a strategy to split the event samples into
training and testing data sets. It requires a careful balancing of distributing available
data. Too low training statistics results in weak classifiers while to much decreases
statistics available for further analysis, eventually rendering the gained performance
of the BDT useless.
In this thesis two different splitting strategies are presented, the classic splitting model
and the K-Fold cross validation model [94].

6.2.1 The classic splitting model

In the classic splitting model, the available background and signal datasets are split
into training and testing subsets. After training, the BDT is validated with the testing
data set which is also used for further statistical analysis, while the training set has
to be discarded.
As the multi-jet background is estimated using data from the fail-ID region weighted
by fake factors, the number of events for this background is very limited, especially in
the B-TAG region. A representative subsample corresponding to 3 fb−1 of the fail-ID
region is chosen for training. Events for training are selected such that the fraction of
the two high level triggers that can trigger the event are the same as in the full data
set and are evenly distributed over the 2015 and 2016 data taking periods. These
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Figure 6.2.3: Same-sign distribuntions of the main separating training variables mtot
T

and |ηleading τ |.

provisions are made to minimize artificial differences in pileup or pT distributions be-
tween the training and test event sets that might impact the performance of the BDT
negatively. The remaining 10.2 fb−1 of data are used for testing. Because the fail-ID
region is orthogonal to the signal region, the signal region data is unaffected by this
selection and the full 13.2 fb−1 can be used in further statistical analysis.
The signal samples, top and Z → ττ samples are produced by Monte Carlo simulation
and thus have significantly more statistics than the data driven multi-jet background.
This allows to split the Monte Carlo samples in half using events with odd event num-
ber for testing and with even event number for training. Event numbers in simulated
event samples are given in increasing order by the Monte Carlo generator to individual
events. Because the pile-up changes with respect to MC event numbers, selecting odd
and even event numbers ensures the same pile-up profile for testing and training sets.
Special measures have been taken for the bbH sample. As pointed out in Chapter
4, the bbH samples have a significant amount of events with negative event weights.
To study the impact of the event weights, all distributions of the variables used to
train the BDTs are compared using correct event weights and the absolute value of
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the weights. The distributions for mtot
T , ET,mis and |ηleading τ | of the 1000 GeV bbH

sample are shown in Figure 6.2.4, as they are the most important training variables.
The remaining distributions for the 1000GeV bbH sample are listed in appendix Fig-
ure A.4.2 for B-TAG and A.4.1 for B-VETO.
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Figure 6.2.4: Shape of the distribution for the 1000 GeV bbH sample in B-VETO (left)
and B-TAG (right). The distributions are normalized to unity and the
shapes of the distributions are compared using the absolute value of the
MC weight (red) and the nominal weight (blue).

Only slight differences in the shape of the distributions weighted by the absolute and
nominal value of the event weights are observed. Since these small differences might
only influence the performance slightly if the overall distribution shape is conserved,
the absolute value of the event weights in the bbH samples are used for training 1.
This increases the training statistics for the signal samples significantly which results
in higher stability and performance of the classifier.
In the training set the MC backgrounds are scaled such that they match the 3 fb−1 of
luminosity from the multi-jet background. The signal samples are scaled to the same
cross section of 1 pb. Because background and signal distributions are normalized

1The absolute value of the Monte Carlo weights are only applied in the BDT training. In further
analysis the correct weight treatment is used.
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before training, only the relative scale between the subprocesses is relevant.
The TMVA framework allows detailed configuration of the BDT training. By varying
the number of trees (nTrees), their maximum depth (MaxDepth) and the minimum
fraction of events that should pass a node (MinNodeSize), different separation perfor-
mance and overtraining is achieved. The configuration of each BDT is chosen such
that the BDT shows a minimal amount of overtraining. Under this premise, the BDT
configuration with the best performance is selected. By prioritizing minimal over-
training, the classifier has a more stable response and is less prone to fluctuations of
characteristics in the test samples and data of the signal region. Configurations proven
to yield good performance while showing little to no overtraining have usually 100 to
300 shallow trees with a maximum depth between 2 and 4. More trees or deeper trees
often result in significantly higher overtraining, while for far less or shallower trees,
performance breaks down significantly. The training configurations are listed in Table
A.3.1 and A.3.2 of the Appendix.

6.2.2 The K-Fold cross validation model

Another approach to split the training and test sets is the so called K-Fold cross vali-
dation model. Here the entire data set is split into subsets of equal size, including the
multi-jet sample. Individual BDTs are trained on each subsets which are tested on
the remaining sets. This method is known as K-Fold cross validation, where K = 2
corresponds to the number of independent sub-samples derived from the original back-
ground and signal set. In the case of this analysis, two subsets are created by using
odd and even event numbers as splitting criterion to ensure that the subsets are rep-
resentative. One BDT is trained on the even event number and applied to the odd
event number subset, further referred to as KFO, while the other one is trained and
validated vice versa and called KFE. On data from the signal region, the combined
BDT response is calculated using the arithmetic mean of the individual BDTs. This
procedure doubles the amount of BDTs needed to 32. However, the statistics of multi-
jet background available for training is more than twice the amount used in the classic
splitting model, since 6.2 fb−1 of data from the fail-ID region can be used for train-
ing. This allows the classifier to better resolve general features of the background. In
addition, by combining the two BDTs, the entire background and signal samples can
be used in further analysis, increasing the available sample size significantly.
Like in the classic splitting model, the training configuration is optimized by selecting
configurations that yield the best performance and minimize overtraining. Although
the multi-jet background training sample size is significantly increased, the best con-
figurations are found using similar configurations as in the classic splitting model.
The configuration in TMVA is listed in Table A.3.1 and A.3.3. The set of variables
used to train the BDTs is identical to the classic splitting model and also for the bbH
signal sample the absolute value of Monte Carlo generator weights are used.

6.3 Training results and validation

After training the BDTs, the classifiers are checked for overtraining by comparing the
BDT response between the training and test data set. If the response distributions for
testing and training deviate from one another and the BDT performs better on the
training set, then the BDT is overtrained. To minimize overtraining is crucial, since
heavily overtrained BDTs tend to have lower average performance and often have less
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stable response which can impact the background modeling negatively. To ensure that
the background distribution of the BDT response is modeled correctly, the response
distributions are validated in the same-sign validation region.
To compare the performance of the BDTs, ROC-Curves are used. Classifiers with
higher inverse background efficiency at a given signal efficiency perform better in
separating signal from background.
The validation procedure has to be done for each individual BDT. To illustrate the
procedure, validation plots for the 500GeV and 1000GeV signal mass BDT are shown
in this Section. The validation plots for the other BDTs can be found in the Appendix
A.

6.3.1 The classic splitting model

For checking whether a classifier is overtrained, the BDT response distributions for the
testing and training set are compared for the 500GeV and 1000 GeV BDT in Figure
6.3.1.
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Figure 6.3.1: Normalized response distributions of the 500GeV (top) and 1000 GeV
(bottom) signal mass BDT in B-VETO (left) and B-TAG (right). The
classifier show no significant overtraining.

The training configurations yield low overtraining of the classifier, especially consid-
ering the low statistics in the B-TAG region. Notable is the separation power of the
BDT against multi-jet background, while top decay and Z → ττ background is still
shifted towards the signal distributions.
Variable correlations yield important information about the redundancy of variables,
as strongly correlated variables hold almost identical separation information. However,
since individual BDTs are trained for different signal mass hypotheses, the correlation
between variables of different signal samples can vary significantly. The variable cor-
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relations for the 500GeV and 1000GeV signal sample in Figure 6.3.2 clearly show a
strong negative correlation between total transverse mass and the absolute value of the
pseudorapidity of τhad, vis for high signal masses, while for lower masses the variables
are less correlated. Another correlated set of variables are mtot

T , ET,mis and
∑

mτ, vis,
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Figure 6.3.2: Signal correlation of variables used for 500 GeV (top) and 1000GeV (bot-
tom) signal mass BDTs that are trained using the classic splitting model.

as the variables are either very similar or directly used in the equation to calculate
another variable. Using these variables independently can increase the performance
of the classifiers, because for different signal mass BDTs one of the variables might be
more suitable to separate background and signal than the others.
The correlations of variables for the backgrounds shown in Figure 6.3.3 are identical
for all BDTs since the same background sets are used for training and testing. Some of
the obvious correlations between variables like mtot

T and ET,mis are also present in the
background sets, while others, such as pT, balance and

∑
mτ , vis, are far less correlated.

This is mostly due to the vastly different phase space of the signal and the dominant
multi-jet background.
As shown in Figure 6.3.4, the background suppression is strongly enhanced for higher
signal masses. This behavior is expected because major separation variables like mtot

T
or
∑

mτ, vis strongly correlate with the signal mass. For higher masses the background
and signal distributions of these variables deviate stronger from one another and thus
signal and background are easier to separate.
The validation of the background modeling of the BDTs can be seen in the Figures
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Figure 6.3.3: Background correlation of training variables.
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Figure 6.3.4: ROC-Curve for BDTs trained on the classic splitting model in B-VETO
(left) and B-TAG (right)

6.3.5, A.5.1, A.5.2 and A.5.3, showing that the data and background distributions in
the same-sign region of the BDTs are in very good alignment.

For statistical analysis to determine if a significant signal signature is found, the
signal region distributions are used. For the 500 GeV and 1000GeV signal mass BDT
these can be found in Figure 6.3.6, while the others are listed in Figure A.6.1, A.6.2
and A.6.3.
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Figure 6.3.5: BDT response for 500GeV (top) and 1000 GeV (bottom) signal mass
BDTs trained with the classic splitting in B-VETO (left) and B-TAG
(right) in the same-sign validation region. No significant deviation be-
tween background estimation and data distributions are observed.
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Figure 6.3.6: Signal region BDT response for 500 GeV (top) and 1000 GeV (bottom)
signal mass BDTs trained using the classic splitting method.
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6.3.2 The K-Fold cross validation model

Since the K-Fold cross validation model uses two individual BDTs for each mass point,
in addition to minimize overtraining and maximize separation performance, it is also
crucial that the BDTs behave similarly. That means, they select similar phase space
in the same detector region and have almost the same response distribution shape on
the test set. To check shape deviations the response distributions for the 500GeV and
1000GeV signal mass BDTs are shown in Figure 6.3.7 and 6.3.8.

BDT response
0.8− 0.6− 0.4− 0.2− 0 0.2 0.4

)
N

/N
∆(

N
o

rm
a

liz
e

d
 

0.05

0.1

0.15

0.2

0.25

0.3

0.35 Z → ττ test Z → ττ train

Mu lti-jet test Multi-jet train

Signal test Signal train

BDT respon  for
O

KF

500 GeV BDT in B-VETO

 = 13 TeVs
-1

L dt = 13.2 fb∫

se

BDT response
0.6− 0.4− 0.2− 0 0.2 0.4

)
N

/N
∆(

N
o

rm
a

liz
e

d
 

0.05

0.1

0.15

0.2

0.25

0.3

Top test Top train

Mu lti-jet test Multi-jet train

Signal test Signal train

BDT respon  for
O

KF

500 GeV BDT in B-TAG

 = 13 TeVs
-1

L dt = 13.2 fb∫

se

BDT response
0.8− 0.6− 0.4− 0.2− 0 0.2 0.4

)
N

/N
∆(

N
o

rm
a

liz
e

d
 

0.05

0.1

0.15

0.2

0.25

0.3

0.35
Z → ττ test Z → ττ train

Mu lti-jet test Multi-jet train

Signal test Signal train

BDT respon  forEKF

500 GeV BDT in B-VETO

 = 13 TeVs
-1

L dt = 13.2 fb∫

se

BDT response
0.6− 0.4− 0.2− 0 0.2 0.4

)
N

/N
∆(

N
o

rm
a

liz
e

d
 

0.05

0.1

0.15

0.2

0.25

0.3

Top test Top train

Mu lti-jet test Multi-jet train

Signal test Signal train

BDT respon  forEKF

500 GeV BDT in B-TAG

 = 13 TeVs
-1

L dt = 13.2 fb∫

se

Figure 6.3.7: Normalized response distributions of the 500GeV signal mass BDTs
trained with K-Fold method. The KFO BDTs (top) are compared
withe the KFE BDTs (bottom). Both classifiers have similar response
distributions.

The shape of the response for lower mass KFO and KFE BDTs are similar, while larger
deviations are observed towards high signal masses. A more peak like structure of one
BDT response can overlap with the broader background distribution of the other one,
as seen in the 1000 GeV signal mass classifier. Thus the performance of the better
performing BDT can be compromised by the higher background contamination of the
weaker BDT resulting in overall weaker combined classifier. The shape difference in
the response distributions might be due to the lack of background data available for
training so that both BDTs can not converge to select the same phase space.
Similar to the classic splitting model BDTs, the classifiers perform well in separating
multi-jet background from signal, while significant proportions of the top and Z decay
background is classified as more signal like.
The background modeling of the BDTs are validated in the same-sign validation re-
gions where the KFO and KFE BDTs are combined on data. The plots in Figure 6.3.9,
A.5.4, A.5.2 and A.5.3 show no significant deviation between background modeling
and data distributions. The response distributions in signal region that are used in
the statistical analysis are shown in Figure 6.3.10, A.6.4, A.6.5 and A.6.6.
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Figure 6.3.8: Normalized response distributions of the 1000 GeV signal mass BDTs
train with K-Fold method. The KFO BDTs (top) are compared withe the
KFE BDTs (bottom). Slight differences of the signal shape distributions
between the KFO and KFE BDTs in the B-TAG region are observed.
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Figure 6.3.9: BDT response for 500GeV (top) and 1000 GeV (bottom) signal mass
BDTs trained using the K-Fold method in B-VETO (left) and B-TAG
(right) in the same-sign validation region. No significant deviations be-
tween background estimation and data distributions are observed.
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Figure 6.3.10: Signal region BDT response for 500 GeV (top) and 1000 GeV (bottom)
signal mass BDT trained using the K-Fold method.
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7 Limit setting

Since no significant deviation between data and the SM background estimation is
observed in the signal region, the classifier distributions presented in Section 6 can be
used to set limits in the parameter space of the MSSM, excluding certain areas in the
mA-tan(β) plane. In this section the theory of limit calculations is briefly discussed
and the set up of the limit machinery is described.

7.1 Theory of limit setting

The calculation of exclusion limits on a signal hypothesis is done using a profile like-
lihood ratio test. To define the nominal signal hypothesis H1 and the background
hypothesis H0 that is tested against, a parameter of interest µ is introduced which
acts like a signal strength scale factor. Let D be a distribution with M number of
bins and {x1, ..., xM} the measured content of the bins containing observed data n,
background b and signal s yields. Then the number of expected events in the i-th bin
is:

Eµ[ni] = µsi + bi, (7.1)

with Eµ[ni] as the expected number of events given a signal strength µ. The back-
ground hypothesis is defined by setting µ = 0, while µ = 1 corresponds to the nominal
signal hypothesis.
The likelihood function is calculated as the product of the probability density func-
tions of the individual bins in D where for each bin a Poisson probability distribution
is assumed [95]:

LD(µ) = Nc

M∏
i=1

Pois(ni, obs|µsi + bi) =
M∏
i=1

Pois(ni, obs|Eµ[ni]), (7.2)

with
Pois(m|n) = mn

n!
e−m, (7.3)

and ni, obs denoting the measured observed data in bin i. The factor Nc is a constant
that can be ignored. In addition, the nominal event yields are also effected by sys-
tematical and statistical uncertainties which have to be considered in the likelihood
construction.
To account for the systematic uncertainties, each uncertainty parameter p is associated
with a nuisance parameters αp. For k independent and uncorrelated uncertainties, a
set of nuisance parameters ααα = {α1, ...αk} can be defined. Systematic uncertainties
can impact the distributions in two different ways, either as normalization uncertainty,
which shifts the entire distribution by a constant factor and can be modeled by vary-
ing an overall factor for all bins, or as shape uncertainty, that changes the shape of the
distribution and thus has to be modeled for each bin independently. To implement
shape and normalization systematics, the constraints on the nuisance parameters and
their influence on the distributions are treated separately.
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The nuisance parameters ααα are assumed to be normally distributed and thus are con-
strained by Gaussian distributions around a mean value of m = 0 and a standard
deviation of σ = 1. To model the influence of normalization uncertainty for each
background or signal sample, transformation functions ηsp(αp)

1 that depend on the
nuisance parameters are constructed. Let the upper and lower bounds of relative nor-
malization uncertainty be η+sp and η−sp, then ηsp(αp) is fitted such that the following
condition is fulfilled:

ηsp(αp) =


η+sp , αp = +1

1 , αp = 0

η−sp , αp = −1

. (7.4)

That means a shift of ±1σ in the nuisance parameter corresponds to a scale factor
shift of η±sp of the sample distribution s.
A similar approach is done to model shape systematics on every sample, but for each
bin b separately. The transformation function ζspb(αp) is fitted with the same require-
ments as in equation (7.4).
Statistical uncertainties are taken into account by multiplying the expected bin con-
tent of the signal or background with a factor γb that is constrained by a Poisson
distribution. Using the so called Beeston-Barlow treatment [96] for statistical uncer-
tainties, the γb are defined on the combined statistics of the background and signal
samples.
The content of bin b for signal and background is then defined by including the trans-
formation parameter ηsp, ζspb and the statistical nuisance factor γb:

bsb(ααα, γb) = bnomsb × γb

k∏
p=1

ηsp(αp)ζspb(αp), (7.5)

with the nominal bin content for background bnomsb . The signal yield ssb(ααα, γb) is
calculated likewise.
Using equation (7.5) and defining the entire set of nuisance parameters θθθ = (ααα, γb),
the full profile likelihood function is constructed:

L(µ,θθθ) =

M∏
b=1

Pois(nb, obs|µsb(θθθ) + bb(θθθ))× Pios(mb|γbτb)×
k∏

p=1

Gauss(αp|1, 0), (7.6)

with the definition of a Gaussian distribution:

Gauss(x|σ,m) =
1√
2πσ

e−
(x−m)2

2σ2 . (7.7)

The second Poisson term is the constraint term for the statistical uncertainty para-
meter with the bin width mb = ( δb

snom
b /bnom

b
)2 and τb = m−1

b where δb is the statistical
uncertainty of the bin b.
For a statistical test that rejects the nominal signal hypothesis H1 in favor of the
background hypothesis H0, the Neyman-Pearson lemma states that the likelihood ra-
tio is the most powerful test [97]. In the case of calculating upper limits the likelihood
ratio is defined [98]:

λ̃(µ) =


L(µ,

ˆ̂
θθθ(µ))

L(µ̂,θ̂θθ)
, µ̂ ≥ 0

L(µ,
ˆ̂
θθθ(µ))

L(0,
ˆ̂
θθθ(0))

, µ̂ < 0
, (7.8)

1For convenience individual background and signal contributions, like Z → ττ or ggH, are called
samples and entities dependent on samples are marked with subscript s.
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where µ̂ and θ̂θθ are the set of signal scale factor and nuisance parameters that maximize
the likelihood function, so called Maximum Likelihood Estimators (MLE), whereas
ˆ̂
θθθ(µ) are conditional MLE given a certain µ. In this search a hypothetic signal should
only contribute with positive µ. When observing µ̂ < 0 in equation (7.8), the MLE of
the numerator is set to the closest possible value µ̂ = 0. For the statistical analysis it
is convenient to use the logarithmic likelihood ratio q̃µ as test statistic:

q̃µ =

{
−2 ln λ̃(µ) , µ̂ ≤ µ

0 , µ̂ > µ
, (7.9)

so that an increase in q̃µ corresponds to an increase of incompatibility of the µ hy-
pothesis with data. The case µ̂ > µ should not be treated as less compatible with the
MLE and thus is not included when constructing the rejection intervals. Calculating
the value of q̃µ,obs is now straight forward by evaluating the test statistic using the
observed data distributions. The construction of the likelihood functions from the
distribution histograms is done by the HistFactory framework described in Ref. [99]
where more detailed information about the likelihood construction and uncertainty
treatment can be found.
To quantify the probability that a particular µ value is compatible with the observed
data, the p-value can be introduced:

pµ =

∫ ∞

q̃µ,obs

f(q̃µ|µ,
ˆ̂
θθθ(µ, obs)) dq̃µ, (7.10)

with q̃µ,obs the value of test statistic using observed data. The term f(q̃µ|µ,
ˆ̂
θθθ(µ, obs))

denotes the probability density of q̃µ under the conditional MLE of nuisance parame-
ters that are calculated using observed data. To determinate the probability density
of the test statistic, pseudo experiments, also called toy Monte Carlos, can be pro-
duced by generating random numbers for bin entries of the distributions and nuisance
parameters using the underlying constraining probability functions. This however is
very computationally expensive since for every statistical test, toy Monte Carlos in
the order of a few million have to be produced to populate the tails of the probability
function.
Alternatively, by using Wilks theorem [100] and Walds approximation [101] for loga-
rithmic likelihood ratios, the probability distribution of q̃µ approaches an asymptotic
formula which is independent of the nuisance parameters if the sample size is suffi-
ciently large. Wald approximates the test statistic by [98]:

q̃µ =


µ2−2µµ̂

σ2 , µ̂ < 0
(µ−µ̂)2

σ2 , 0 ≤ µ̂ ≤ µ

0 , µ̂ > µ

, (7.11)

where µ̂ is assumed to be Gaussian distributed around the mean µ′ with standard
deviation σ. Using this approximation, the asymptotic formula for the probability
density function reads:

f(q̃µ|µ′) = Φ
(
µ′−µ
σ

)
δ(q̃µ)

+


1

2
√

2πq̃µ
exp

[
−1

2

(
q̃µ − µ−µ′

σ

)2]
, 0 < q̃µ ≤ µ2/σ2,

1√
2π(2µ/σ)

exp

[
− 1

2(2µ/σ)2

(
q̃µ − µ2−2µµ′

σ2

)2]
, q̃µ > µ2/σ2,

(7.12)
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with Φ(x) being the cumulative function of the normal Gaussian distribution.
This formula requires knowledge of the standard deviation σ of µ̂, which can be derived
from the data set. Using the asymptotic formula for estimating the probability density
of the test statistics, the computation time needed is reduced significantly. The p-
value described in equation (7.10) is calculated by setting µ′ = µ and is a measure of
the statistical probability that the observed data can be described by the hypothesis
that is tested. A cut-off parameter α = 0.05 is set so that if pµ < α, the hypothesis
tested is discarded. That means an upper limit can be set by finding the µ that fulfills
pµ = α. Values of µ that do not pass the threshold are excluded at a confidence level
(CL) [102]:

CL = 1− α = 95%. (7.13)

However the CL method can lead to unnaturally strong limits when the expected sig-
nal is small, background contaminations are large and measurements suffer from high
uncertainties [103]. Thus the modified CLs method is used that include background
measurements to calculate upper limits [104, 105]. There the p-value is defined as
ratio:

p′µ =
pµ

1− pb
(7.14)

with
pb = 1−

∫ ∞

q̃µ,obs

f(q̃µ|0,
ˆ̂
θθθ(0, obs)) dq̃µ. (7.15)

An illustration of the test statistic probability function with the different p-values can
be found in Figure 7.1.1.

q̃µ, obs

q̃µ

f(q̃µ|µ′)

0 1 2 3 4 5 6 7 8

10−3

10−2

10−1

100

Figure 7.1.1: Schematic plots of the probability density functions approximated with
the asymptotic formula. The blue line corresponds to the background
only hypothesis with µ′ = 0 and the red line to the signal hypothesis
with parameter µ′ = µ. From the right side of the observed q̃µ the blue
shaded area resembles 1− pb while the red one is pµ.

Using the modified p-value with the constrain p′µ = α to find the upper limit on µ,

60



the corresponding CLs confidence level is defined as:

CLs = 1− α. (7.16)

To estimate the sensitivity of an analysis based on background and signal estimation,
an upper limit can be set using an artificial data set instead of the observed data,
called Asimov data set. The Asimov data set is pseudo data defined such, that if
the likelihood is maximized, all MLE of the nuisance parameters are at their nominal
value. This holds true if the Asimov data of bin i is set to the expected value:

ni, A = Eµ′ [ni] = µ′si + bi. (7.17)

As the nominal signal hypothesis is tested and rejected in favor of the background
hypothesis, the Asimov data set is generated with µ′ = 0. The standard deviation of
µ̂ of the Asimov data set is given by:

σA =
µ− µ′√
q̃µ, A

=
µ√
q̃µ, A

. (7.18)

Instead of using q̃µ,A, obs of the artificial data set, the median of the corresponding
probability density f(q̃µ, A|0) is used, as it is less prone to statistical fluctuations of
the background estimations. The resulting CLs limit on µ is called expected limit
and corresponds to the lowest possible upper rejection limit on the signal hypothesis
assuming the data follows the background distribution. Additionally, one can find the
±Nσ bands of the limit by varying µ̂ in equation (7.11) by NσA around the mean
µ′. Consequentially, by comparing the expected limit of two analysis methods, the
method that is most sensitive to a potential signal is determinate by the method that
delivers the lowest expected limit with similar or even smaller error bands.

7.2 Limit setting results and uncertainties

Since no clearly visible excess of data over the SM background is found in the signal
region, the BDT response distributions are used to set an upper limit in the parameter
space of the investigated theory, excluding certain parameter configurations. In the
mA-tan(β) parameter plane of the mmod+

h MSSM scenario, CLs = 95% upper limits
are set with signal distributions scaled to the cross section times branching ratio of
the parameter point predicted by theory.
For each mA point from 300 GeV to 1200 GeV, the tan(β) space is scanned from 5 to
60 in steps of 5 tan(β) points. The resulting limit plots are contour graphs for the
nominal signal hypothesis with µ = 1. The nominal signal hypothesis is excluded in
favor of the background only hypothesis with respect to the corresponding confidence
level.
Monte Carlo generated signal and background distributions, as well as the data driven
multi-jet background estimation, are effected by the systematic uncertainties listed
and explained in Appendix B.1.
The systematic uncertainties on Monte Carlo samples are mainly uncertainties on
scale factors. These scale factors parametrize the difference between Monte Carlo
simulations and measurements on recorded data. The most important scale factor
systematics arise from the tau energy scale calibration scale factors, trigger scale fac-
tors, flavor tagging scale factors and pile-up reweighting. Also systematics on multi-jet
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fake factors and fake rates are taken into account, which are mainly determined by
statistical uncertainties in the control regions.
Also cross section uncertainties of the Monte Carlo generated backgrounds, provided
by theoretical calculations, are considered. For top background, a event generator
depended uncertainty on factorization and renormalisation modeling is estimated by
varying the generator configuration. Additionally, uncertainties on shower genera-
tion and hard scatter generation are estimated by comparing the simulated nominal
top event sample with samples showered by the Herwig++ [106] shower generator
for shower uncertainty and for hard scattering uncertainties, events generated with
POWHEG-BOX and MADGRAPH5_aMC@NLO, both showered with Herwig++,
are compared. The normalization shift of the combined generator uncertainty is fac-
tored out and summarized in the top background normalization uncertainty, while
the impact on the shape of the distribution is modeled in the top background shape
uncertainty. Further systematic uncertainties on the signal samples associated with
final and initial state radiation, modeling of multi parton interactions, parton distri-
bution functions, as well as normalization and factorization scale are estimated by an
acceptance study. This study is done on particle level without detector simulation,
using an event selection similar to that in the main analysis. From the upper and
lower variations of the model parameters, the combined acceptance uncertainty is cal-
culated from the event yields.
A detailed description of the top background and signal acceptance uncertainty esti-
mations can be found in Ref. [87].
Each systematic uncertainty is modeled with an up and down variation. To propagate
them, the classifier responses are calculated by varying the up and down values of the
corresponding scale factors, resulting in different BDT distribution. This is done for
each systematic uncertainty independently. Only normalization uncertainties with an
at least 1 % normalization shift and shape uncertainties are considered in the limit
setting. Normalization uncertainties with lower impact are neglected, as they are
small compared to major ones. Pruning of minor uncertainties reduces the amount
of free parameters that have to be fitted in order to find the MLE, thus increases the
speed of likelihood minimization and stabilizes the fitting. The limits calculated using
the response distributions of the BDTs trained on different training configurations are
presented in the following two sections.

7.2.1 Limit results of the BDTs trained with the classic splitting model

The resulting upper limits in the mA-tan(β) plane for B-TAG and B-VETO using the
response distribution of the BDTs trained on the classic splitting model are shown
in Figure 7.2.1. The black dotted line corresponds to the expected upper limit using
the BDT response distributions with the corresponding ±1σ (green) and ±2σ (yellow)
bands. Since the same data set and uncertainties are used to calculate the limits using
the mtot

T distributions, both limits are directly comparable.
The expected limit in the B-VETO category is similar to that derived from the mtot

T
distribution. However, the expected limit in B-TAG is approximately 4 tan(β) points
lower for the mass region above 800GeV signal mass. This lowers the combined limit
of both channels drastically in the high mass regions, as shown in Figure 7.2.2. The
numerical values for the combined limits are listed in Table B.2.1.
Although the combined expected limit experienced an improvement in the high mass
region, the observed limits of the analysis using BDT response distributions are com-
parable to those set using mtot

T . Both observed limits vary within the ±1σ bands of the
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Figure 7.2.1: B-VETO (left) and B-TAG (right) expected limits calculated using the
response distributions of the BDTs trained with the classic splitting
model (black dotted line) in comparison to the mtot

T limit (green solid
line).

expected limit, which indicates that no significant deviation from the SM consistent
with a heavy neutral Higgs boson signal is observed.
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Figure 7.2.2: Combined expected and observed limits calculated using the response
distributions of the BDTs trained with the classic splitting model in
comparison to the mtot

T limit.
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7.2.2 Limit results of the BDTs trained with K-Fold model

Expected limits set in the mA-tan(β) using BDTs trained on the K-Fold model in
B-TAG and B-VETO are presented in Figure 7.2.3. Similar to the classic splitting
model, the B-VETO limit of the BDTs are comparable to the one using the mtot

T
distribution, while in the B-TAG region improvements are achieved. Compared to the
expected limit obtained from BDTs trained on the classic splitting model, here the
improvements are mainly located in the lower mass region mA ≤ 600GeV, whereas
the limit for the high mass, while being comparable or better than the mtot

T limit,
did not improve as much. Consequentially the sensitivity of the analysis using both
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Figure 7.2.3: B-VETO (left) and B-TAG (right) expected limits calculated using the
response distributions of the BDTs trained on the K-Fold cross validation
method in comparison to the mtot

T limit.

channels increases in the lower mass region. Comparing the combined BDT expected
limit with the mtot

T limit in Figure 7.2.4, former is 1 to 3 tan(β) points lower over the
entire mass range, with exception of the 1000 GeV point that shows similar sensitivity
as the mtot

T limit. This might be due to the shape difference observed between the
individual BDTs, so that the combined classifier may experience a performance loss
compared to the best single BDT. The numerical values of the combined limits are
summarized in Table B.2.2.
The combined observed limit of the BDT fluctuates within the ±1σ bands around
the expected limit, with exception of the mA = 1200GeV point which is stronger
constrained, almost reaching the border of the −2σ band. This might be due to the
empty last bin in the response distribution of the 1200 GeV BDT in B-TAG shown in
Figure A.6.6. Since the BDT shifts the signal distribution strongly to higher response
values, the last bin is the most sensitive bin containing most of the signal. If no data
is contained in this bin, despite non-negligible background expectation, this results in
a stronger observed upper limit, because an empty bin is more in alignment with the
background-only hypothesis than with the nominal signal hypothesis.
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Figure 7.2.4: Combined expected and observed limits calculated using the response
distributions of the BDTs trained on the K-Fold cross validation method
in comparison to the mtot

T limit.
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8 Summary

In this study the search for heavy neutral MSSM Higgs bosons decaying into a pair of
hadronically decaying tau leptons at the ATLAS detector is performed using 13.2 fb−1

of data taken at a center of mass energy of
√
s = 13TeV. In this thesis a multivariate

analysis method, the Boosted Decision Tree, is introduced to separate signal from
background.
The BDT algorithm requires a set of signal and background events to train on it.
To enhance the separation power, individual BDTs are trained on the different Higgs
masses that are investigated, ranging from 300 GeV up to 1200GeV. This allows the
BDTs to specialize for specific signal masses. Furthermore, since the B-TAG and B-
VETO categories consist of different background compositions with different decay
topologies, individual BDTs are trained for both categories separately, thus increasing
the specialization and separation power of the classifier even more.
A major problem in the training of the BDTs is the limited number of background
events, so two different approaches of splitting the available event sample into training
and testing subsets is investigated and compared. In the classic splitting model the
training set gets discarded once the BDT has been trained. This procedure is sim-
ple to implement but results in lower background statistics for further analysis. To
counter this disadvantage of the classic split model, a K-Fold cross-validation method
is introduced with K = 2. There the entire background and signal set is split evenly
in half, where two BDTs are trained on each one of the subsets and then applied on
the other. Using this approach the entire background and data set can be used since
no events are classified and trained by the same BDT. However, BDTs trained on a
pair of data sets are required to select similar phase spaces, consequentially making
the training and selection of the classifiers even harder. As seen in the case of the
1000GeV signal mass K-Fold BDT, too large deviations between the individual sub-
BDTs can deteriorate the performance of the combined classifier.
All BDTs are trained on a sample of the dominant signal processes and the two leading
backgrounds in each category. Considering the low background statistics, the BDTs
show no significant overtraining. The classifiers were validated in the same-sign vali-
dation region where none of the BDTs show a mismodeling of the background.
Since no significant excess of data over the background estimation in the signal region
is observed, upper limits in the mA-tan(β) plane of the examined mmod+

h scenario of
the MSSM are set. In this thesis the BDT response distributions are used to calculate
CLs = 95% upper limits. The derived limits are then compared to the previously
published result in Ref. [87] that rely on the total transverse mass distribution of the
tau decay products as discriminating variable.
The resulting combined expected limit using the BDTs trained on the classic model
show drastic improvements at high mA, lowering the limit by 5.49 tan(β) points at
mA = 1200GeV compared to the mtot

T limit in the mmod+
h scenario.

The expected limit set by using the BDTs trained with the K-Fold method performs
better in the lower mass region since the entire background and signal data set can
be used to set limits. This reduces the statistical uncertainty of the background and
signal estimations which results in better expected limit. However, for high signal
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masses the K-Fold BDTs do not improve the limit as much as the BDTs trained on
the classic model. The loss in separation power in the higher mass regions might be
due to the problems encountered in finding a set of two BDTs that select similar phase
spaces.
For both training setups, the main driving factor in improving the limit is a perfor-
mance increase in the B-TAG region.
Over all, both concepts of training and applying the BDTs show significant improve-
ments in the limit setting when compared to the previously published results. This
proves the feasibility of using multivariate methods in the analysis presented and
should therefore substitute the total transverse mass as discriminating variable in fu-
ture analyses in this decay channel.
With further data taken by the ATLAS detector more multi-jet background events
will be available for training, resulting in a more stable BDT training, especially for
B-TAG type BDTs. This might also improve the capability of resolving more features
of the training data, subsequently improving the separation power.
With further background and signal events available for training, even more classifiers
could be combined using the K-Fold cross validation method with K = 3 or higher,
thus improving the stability of the combined classifier. This however is currently not
possible due to statistical limitations.
Also by introducing new variables that separate signal and background well, further
improvements could be achieved. Especially variables that hold information about
the substructure of the tau and b-jet decay might yield further separation power.
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A BDT configuration and validation

A.1 Validation of the training variables

In order to train reliable classifiers, it is important to examine the background model-
ing of the variables used in training. If significant systematic mismodeling is observed,
BDTs trained with these variables might suffer from performance loss and bias the
analysis. To validate the background modeling, the same-sign validation region is
used. Figure A.1.1, A.1.2 shows the same-sign distributions of the training variables
in B-TAG and the distributions for B-VETO are listed in Figure A.1.3, A.1.4. No
deviation in the background modeling is found.
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Figure A.1.1: Same-sign distribuntions of variables used for training in B-TAG.

69



E
ve

nt
s 

/ G
eV

3−10

2−10

1−10

1

10

210

310

410 Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertainty
Same-Sign b-tag

hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

Training variables

τtrack,leading N
0 0.5 1 1.5 2 2.5 3 3.5 4

D
at

a/
B

kg

0.5
1

1.5

E
ve

nt
s

6−10
5−10
4−10
3−10
2−10
1−10
1

10
210
310
410
510
610
710
810 Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertainty
Same-Sign b-tag

hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

Training variables

) [MeV]
T, jet

ln(p
9.5 10 10.5 11 11.5 12 12.5 13 13.5

D
at

a/
B

kg

0.5
1

1.5

E
ve

nt
s 

/ G
eV

3−10

2−10

1−10

1

10

210

310
Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertainty
Same-Sign b-tag

hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

Training variables

b-jetN
0.5 1 1.5 2 2.5 3 3.5

D
at

a/
B

kg

0.5
1

1.5

E
ve

nt
s/

G
eV

4−10

3−10

2−10

1−10

1

10

210

310
Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertainty
Same-Sign b-tag

hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

Training variables

 [GeV]T, di-jetm
0 50 100 150 200 250 300

D
at

a/
B

kg

0.5
1

1.5

Figure A.1.2: Same-sign distribuntions of variables used for training in B-TAG.
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Figure A.1.3: Same-sign distribuntions of variables used for training in B-VETO.
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Figure A.1.4: Same-sign distribuntions of variables used for training in B-VETO.

A.2 Signal region variable distributions

Plots presented hear compare the background and signal distributions of the variables
used for training. The signal cross section is scaled to 1 pb in B-VETO and 0.2 pb in
B-TAG so that the different shapes of the distributions can be compared better.
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Figure A.2.1: Signal region distribution of the training variables in B-TAG.
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Figure A.2.2: Signal region distribution of the training variables in B-TAG.
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Figure A.2.3: Signal region distribution of the training variables in B-VETO.
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Figure A.2.4: Signal region distribution of the training variables in B-VETO.

A.3 Configuration of the BDTs

The configuration for each BDT has been selected to minimize overtraining and sub-
sequently improve the performance of the classifier. However, there are common
configurations in TMVA that are used for all BDTs trained with the classic splitting
and the K-Fold model. These common configurations are listed in Table A.3.1. The
configuration for the individual BDTs for each mass point differ in the number of
trees trained (NTrees), the minimum fraction of events that have to pass through a
node in order to split it further (MinNodeSize) and the maximum depth of the trees
(MaxDepth). The individual configurations are listed in Table A.3.2 for the classic
sample splitting model and in Table A.3.3 for the K-Fold model.
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TMVA configurable Value Description

nCuts 20
Number of cuts used to

search for optimal separation

BoostType AdaBoost
Boosting algorithm used

for training

UseBaggedBoost True
Only random subsamples used

to train for each iteration

AdaBoostBeta 0.5
Learning rate β for
adaptive boosting

UseRandomisedTrees False
At each node choose randomly

under the best separating
variables

BaggedSampleFraction 0.6
Size of bagged samples. Used

whenever bagging is used

UseYesNoLeaf True
Only use binary output for
leaves (Signal/Background)

NegWeightTreatment InverseBoostNegWeights
Determinate how events with
negative weights are treated

NodePurityLimit 0.5
Nodes with purity > are
treated as signal nodes

SeparationType GiniIndex
Statistical metric to determinate

node splitting

SigToBkgFraction 1
Ration between signal and
background for training

PruneMethod NoPruning
Pruning method used to remove

insignificant nodes

Table A.3.1: Common configuration for BDT training used for B-TAG and B-VETO
type BDTs in the classic splitting model and the K-Fold model.
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A.4 Event weights of the b-associated signal production
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Figure A.4.1: Shape comparrison between negative and positive MC weights for 1000
GeV signal mass in B-VETO
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Figure A.4.2: Shape comparrison between negative and positive MC weights for 1000
GeV signal mass in B-TAG
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A.5 Validation of the BDTs

In order to check whether the classifiers model the background correctly or cause a
systematic mis-modeling, the BDT distributions for data and background are com-
pared in the same-sign validation region. Since in this region almost no signal yields
are expected, this region can be used to validate background modeling. The data
distribution should match the background estimation. The same-sign distributions
are shown in Figure A.5.1 and A.5.2 for the BDTs trained using the classic splitting
model and in Figure A.5.4 and A.5.5 for the combined K-Fold BTDs. No significant
background mis-modeling is observed.
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Figure A.5.1: Same-sign validation of BDTs trained with classic splitting for 300, 350,
400GeV signal mass in B-VETO (left) and B-TAG (right).
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Figure A.5.2: Same-sign validation of BDTs trained with classic splitting for 600, 700,
800GeV signal mass in B-VETO (left) and B-TAG (right).
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Figure A.5.3: Same-sign validation of BDTs trained with classic splitting for 1200 GeV
signal mass in B-VETO (left) and B-TAG (right).
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Figure A.5.4: Same-sign validation of BDTs trained using K-Fold method for 300, 350,
400GeV signal mass in B-VETO (left) and B-TAG (right).
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Figure A.5.5: Same-sign validation of BDTs trained using K-Fold method for 600, 700,
800GeV signal mass in B-VETO (left) and B-TAG (right).
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Figure A.5.6: Same-sign validation of BDTs trained using K-Fold method for 1200 GeV
signal mass in B-VETO (left) and B-TAG (right).
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A.6 Signal region distributions of the BDTs
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Figure A.6.1: Signal region BDT response of BDTs trained with classic splitting for
300, 350, 400 GeV signal mass in B-VETO (left) and B-TAG (right).

85



E
ve

nt
s

3−10

2−10

1−10
1

10

210

310

410

510

610

710

810 Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertaintyb-veto
hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

signal mass
BDT for 600 GeV

BDT response
1− 0.5− 0 0.5 1

D
at

a/
B

kg

0.5
1

1.5

E
ve

nt
s

3−10

2−10

1−10

1
10

210

310

410

510
Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertaintyb-tag
hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

signal mass
BDT for 600 GeV

BDT response
1− 0.5− 0 0.5 1

D
at

a/
B

kg

0.5
1

1.5

E
ve

nt
s

3−10

2−10

1−10
1

10

210

310

410

510

610

710

810 Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertaintyb-veto
hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

signal mass
BDT for 700 GeV

BDT response
1− 0.5− 0 0.5 1

D
at

a/
B

kg

0.5
1

1.5

E
ve

nt
s

3−10

2−10

1−10
1

10

210

310

410

510

610 Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertaintyb-tag
hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

signal mass
BDT for 700 GeV

BDT response
1− 0.5− 0 0.5 1

D
at

a/
B

kg

0.5
1

1.5

E
ve

nt
s

3−10

2−10

1−10
1

10

210

310

410

510

610

710

810 Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertaintyb-veto
hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

signal mass
BDT for 800 GeV

BDT response
1− 0.5− 0 0.5 1

D
at

a/
B

kg

0.5
1

1.5

E
ve

nt
s

3−10

2−10

1−10

1
10

210

310

410

510
Data Multijet

 + jetsττ →* γZ/  + jetsντ →W 

, single toptt Others

ττ→
=500GeVAm

=20βtanH/A ττ→
=1000GeVAm

=50βtanH/A

Uncertaintyb-tag
hadτhadτ →H/A 

-1 = 13 TeV, 13.2 fbs

signal mass
BDT for 800 GeV

BDT response
1− 0.5− 0 0.5 1

D
at

a/
B

kg

0.5
1

1.5

Figure A.6.2: Signal region BDT response of BDTs trained with classic splitting for
600, 700, 800 GeV signal mass in B-VETO (left) and B-TAG (right).
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Figure A.6.3: Signal region BDT response of BDTs trained with classic splitting for
1200GeV signal mass in B-VETO (left) and B-TAG (right).
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Figure A.6.4: Signal region BDT response of BDTs trained using K-Fold method for
300, 350, 400 GeV signal mass in B-VETO (left) and B-TAG (right).
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Figure A.6.5: Signal region BDT response of BDTs trained using K-Fold method for
600, 700, 800 GeV signal mass in B-VETO (left) and B-TAG (right).
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Figure A.6.6: Signal region BDT response of BDTs trained using K-Fold method for
1200GeV signal mass in B-VETO (left) and B-TAG (right).
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B Limit

B.1 Uncertainties

To set upper limits on the signal strength parameter µ in a given confidence interval,
systematic uncertainties have to be considered. Most of the occurring uncertainties
can be treated as normalization uncertainty. The transformation function ηsp(αp)
models the impact of the normalization shift using the associated nuisance param-
eter. The upper and lower values η±sp of the uncertainties, corresponding to a ±1σ
shift of αp, are listed in Table B.1.1 for the B-TAG region and in Table B.1.2 for the
B-VETO region.
The Uncertainties are described below:

Fake factor Uncertainty:
The uncertainties on the fake factor measurements are driven by the statistical un-
certainties in the control region where the fake factor is measured. It is the leading
uncertainty for B-TAG and B-VETO category.

Fake rate uncertainty:
Similar to the face factor measurements, an uncertainty, mainly driven by statistical
uncertainty in the fake rate region, is applied for fake rates.

Flavor tagging efficiency.:
Since b-tags are applied on jets, efficiency scale factors on the flavor tagging have
to be applied. The uncertainties on the corresponding scale factors are combined in
independent sets of nuisance parameters.

Trigger efficiency:
Trigger decisions are emulated on Monte Carlo samples. To account for differences in
the efficiency between recorded data and simulated samples scale factors are applied.
Since different trigger setups are used in the data taking periods of 2015 and 2016,
independent nuisance parameters are used to model the systematic uncertainties of
the scale factors.

Tau-ID efficiency:
Uncertainties on the tau identification based on a BDT are modeled by two different
nuisance parameters, one for high-pT tau candidates and one combined total nuisance
parameter.

Tau energy scale:
The Tau energy scale calibrates the energy derived from the calorimeter deposits to the
true value of the tau lepton using MC samples. Differences between data and MC are
modeled using scale factors with corresponding systematic uncertainties. The differ-
ent sources of uncertainties, namely the modeling of the detector material, calorimeter
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performance and calibration, pile-up and interactions of the decay products with the
detector, are modeled using a set of independent nuisance parameters.

Jet reconstruction and calibration nuisance parameter:
For the reconstruction and calibration of jets, scale factors on the jet energy resolution
and vertex tagging are applied. Uncertainties on these scale factors are covert by the
corresponding nuisance parameters.

Cross section uncertainty:
Events simulated using Mote Carlo generators have to be scaled to match a certain
cross section. Uncertainties on this cross sections mainly arise from theoretical calcu-
lations.

Luminosity uncertainty:
All backgrounds and signal distributions are scaled to match the expected luminosity
recorded with the ATLAS detector. Thus for all processes the uncertainty on the
luminosity measurement has to be taken into account.

Pile-up reweighting uncertainty:
Since the MC event samples are processed in advance with a expected pile-up profile,
the actual profile is modeled using scale factors. This procedure is known as pile-up
reweighting (PRW). These scale factors are effected by systematic uncertainties that
have to be propagated for all MC samples.
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Name η+sp η−sp

Top
Cross Section Uncertainty Top 1.060 0.940
Fake Rate Systematic 1.044 0.939
Flavor Tagging Eff. NP B 0 0.968 1.031
Jet Vertex Tagger Eff. NP 1.043 0.959
Luminosity Uncertainty 1.028 0.972
PRW Scale Factor Uncertainty 0.977 0.991
Tau Energy Scale NP. Detector 1.164 0.887
Tau Energy Scale NP. Insitu 1.166 0.903
Tau Energy Scale NP. Model 1.053 0.993
Tau-ID Eff. NP High-PT 1.011 0.989
Tau-ID Eff. NP Total 1.093 0.947
Tau-Reconstruction Eff. NP Total 1.039 0.961
Top Normalisation Uncertainty 1.259 0.732
Trigger Eff. NP. Data 2015 1.031 0.957
Trigger Eff. NP. MC 2015 1.030 0.947
Trigger Eff. NP. Total 2016 1.160 0.851
tt̄ shower shape Uncertainty 1.334 0.666

Z→ ττ
Cross Section Uncertainty Z-Boson 1.050 0.950
Flavor Tagging Eff. NP B 0 0.982 1.018
Flavor Tagging Eff. NP C 0 0.957 1.043
Flavor Tagging Eff. NP C 1 1.021 0.979
Flavor Tagging Eff. NP Light 0 0.884 1.117
Flavor Tagging Eff. NP Light 1 0.980 1.020
Flavor Tagging Eff. NP Light 2 0.984 1.016
Flavor Tagging Eff. NP Light 3 0.990 1.010
Flavor Tagging Eff. NP extrapol C 1.016 0.984
Jet Grouped NP 1.019 0.993
Jet Vertex Tagger Eff. NP 1.026 0.974
Luminosity Uncertainty 1.028 0.972
PRW Scale Factor Uncertainty 1.041 1.021
Tau Energy Scale NP. Detector 1.112 0.778
Tau Energy Scale NP. Insitu 0.988 0.818
Tau Energy Scale NP. Model 0.996 1.000
Tau-ID Eff. NP High-PT 1.016 0.985
Tau-ID Eff. NP Total 1.103 0.942
Tau-Reconstruction Eff. NP Total 1.044 0.957
Trigger Eff. NP. Data 2015 1.030 0.956
Trigger Eff. NP. MC 2015 1.033 0.940
Trigger Eff. NP. Total 2016 1.175 0.839

W→ τν
Cross Section Uncertainty W-Boson 1.050 0.950
Fake Rate Systematic 1.108 0.892
Flavor Tagging Eff. NP B 0 0.968 1.031
Flavor Tagging Eff. NP C 0 0.980 1.018
Flavor Tagging Eff. NP C 1 1.013 0.987
Flavor Tagging Eff. NP Light 0 0.948 1.051
Flavor Tagging Eff. NP Light 2 0.989 1.011
Jet Energy Resolution NP 1.037 0.963
Jet Vertex Tagger Eff. NP 1.050 0.952
Luminosity Uncertainty 1.028 0.972
PRW Scale Factor Uncertainty 1.049 0.985
Tau Energy Scale NP. Detector 1.052 0.886
Tau Energy Scale NP. Insitu 1.032 0.905
Tau Energy Scale NP. Model 1.031 0.986
Tau-ID Eff. NP Total 1.051 0.970
Tau-Reconstruction Eff. NP Total 1.022 0.978
Trigger Eff. NP. Data 2015 1.019 0.974
Trigger Eff. NP. MC 2015 1.017 0.967
Trigger Eff. NP. Total 2016 1.089 0.918

Name η+sp η−sp

Multi-jet
Fake Factor Uncertaity 1.259 0.741
Luminosity Uncertainty 1.040 0.960

Others
Cross Section Uncertainty Di-Boson 1.060 0.940
Fake Rate Systematic 1.027 0.974
Flavor Tagging Eff. NP B 0 0.991 1.008
Flavor Tagging Eff. NP Light 0 0.686 1.314
Flavor Tagging Eff. NP Light 1 0.987 1.013
Flavor Tagging Eff. NP Light 2 1.021 0.979
Jet Grouped NP 1.102 0.920
Jet Vertex Tagger Eff. NP 1.014 0.986
Luminosity Uncertainty 1.028 0.972
PRW Scale Factor Uncertainty 0.950 0.924
Tau Energy Scale NP. Detector 1.045 1.030
Tau-ID Eff. NP High-PT 1.053 0.948
Tau-ID Eff. NP Total 1.093 0.945
Tau-Reconstruction Eff. NP High-PT 1.030 0.970
Tau-Reconstruction Eff. NP Total 1.041 0.960
Trigger Eff. NP. Data 2015 1.037 0.952
Trigger Eff. NP. MC 2015 1.031 0.955
Trigger Eff. NP. Total 2016 1.195 0.811

ggH for mA,H = 500 GeV
Acceptance Uncertainty ggH 1.155 0.845
Flavor Tagging Eff. NP B 0 0.968 1.031
Flavor Tagging Eff. NP C 0 0.972 1.028
Flavor Tagging Eff. NP C 1 1.019 0.981
Flavor Tagging Eff. NP Light 0 0.943 1.057
Jet Energy Resolution NP 0.990 1.010
Jet Grouped NP 1.044 0.963
Jet Vertex Tagger Eff. NP 1.037 0.964
Luminosity Uncertainty 1.028 0.972
PRW Scale Factor Uncertainty 0.987 1.004
Tau Energy Scale NP. Detector 1.025 0.949
Tau Energy Scale NP. Insitu 0.955 0.909
Tau-ID Eff. NP High-PT 1.020 0.980
Tau-ID Eff. NP Total 1.108 0.940
Tau-Reconstruction Eff. NP Total 1.044 0.956
Trigger Eff. NP. Data 2015 1.035 0.953
Trigger Eff. NP. MC 2015 1.028 0.949
Trigger Eff. NP. Total 2016 1.231 0.783

bbH for mA,H = 500 GeV
Acceptance Uncertainty bbH 1.220 0.780
Flavor Tagging Eff. NP B 0 0.951 1.048
Jet Grouped NP 1.022 0.973
Jet Vertex Tagger Eff. NP 1.036 0.966
Luminosity Uncertainty 1.028 0.972
Tau Energy Scale NP. Detector 1.022 0.918
Tau Energy Scale NP. Insitu 1.025 0.914
Tau-ID Eff. NP High-PT 1.022 0.978
Tau-ID Eff. NP Total 1.158 0.891
Tau-Reconstruction Eff. NP Total 1.146 0.860
Trigger Eff. NP. Data 2015 1.037 0.951
Trigger Eff. NP. MC 2015 1.032 0.948
Trigger Eff. NP. Total 2016 1.220 0.791

Table B.1.1: Table of systematic uncertainities for B-TAG region
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Name η+sp η−sp

Top
Cross Section Uncertainty Top 1.060 0.940
Fake Rate Systematic 1.055 0.925
Flavor Tagging Eff. NP B 0 1.084 0.919
Flavor Tagging Eff. NP B 1 0.980 1.020
Jet Energy Resolution NP 0.982 1.018
Jet Vertex Tagger Eff. NP 1.038 0.963
Luminosity Uncertainty 1.028 0.972
PRW Scale Factor Uncertainty 0.979 1.006
Tau Energy Scale NP. Detector 1.004 0.895
Tau Energy Scale NP. Insitu 1.106 0.950
Tau Energy Scale NP. Model 1.010 0.988
Tau-ID Eff. NP Total 1.089 0.949
Tau-Reconstruction Eff. NP Total 1.038 0.963
Top Normalisation Uncertainty 1.259 0.732
Trigger Eff. NP. Data 2015 1.029 0.960
Trigger Eff. NP. MC 2015 1.026 0.951
Trigger Eff. NP. Total 2016 1.174 0.839
tt̄ shower shape Uncertainty 1.047 0.953

Z→ ττ
Cross Section Uncertainty Z-Boson 1.050 0.950
Jet Vertex Tagger Eff. NP 1.013 0.987
Luminosity Uncertainty 1.028 0.972
Tau Energy Scale NP. Detector 1.125 0.885
Tau Energy Scale NP. Insitu 1.112 0.898
Tau Energy Scale NP. Model 1.014 0.982
Tau-ID Eff. NP High-PT 1.016 0.985
Tau-ID Eff. NP Total 1.105 0.942
Tau-Reconstruction Eff. NP Total 1.046 0.955
Trigger Eff. NP. Data 2015 1.033 0.953
Trigger Eff. NP. MC 2015 1.033 0.941
Trigger Eff. NP. Total 2016 1.177 0.835

W→ τν
Cross Section Uncertainty W-Boson 1.050 0.950
Fake Rate Systematic 1.110 0.890
Jet Vertex Tagger Eff. NP 1.023 0.978
Luminosity Uncertainty 1.028 0.972
Tau Energy Scale NP. Detector 1.063 0.934
Tau Energy Scale NP. Insitu 1.080 0.921
Tau-ID Eff. NP Total 1.050 0.970
Tau-Reconstruction Eff. NP Total 1.023 0.977
Trigger Eff. NP. Data 2015 1.010 0.985
Trigger Eff. NP. MC 2015 1.011 0.980
Trigger Eff. NP. Total 2016 1.055 0.949

Name η+sp η−sp

Multi-jet
Fake Factor Uncertaity 1.126 0.874
Luminosity Uncertainty 1.040 0.960

Others
Cross Section Uncertainty Di-Boson 1.060 0.940
Fake Rate Systematic 1.057 0.945
Jet Vertex Tagger Eff. NP 1.023 0.977
Luminosity Uncertainty 1.028 0.972
PRW Scale Factor Uncertainty 1.074 0.955
Tau Energy Scale NP. Detector 1.122 0.929
Tau Energy Scale NP. Insitu 1.218 0.960
Tau Energy Scale NP. Model 0.999 1.000
Tau-ID Eff. NP High-PT 1.010 0.990
Tau-ID Eff. NP Total 1.073 0.959
Tau-Reconstruction Eff. NP Total 1.032 0.969
Trigger Eff. NP. Data 2015 1.024 0.967
Trigger Eff. NP. MC 2015 1.023 0.960
Trigger Eff. NP. Total 2016 1.127 0.882

ggH for mA,H = 500 GeV
Acceptance Uncertainty ggH 1.155 0.845
Jet Vertex Tagger Eff. NP 1.018 0.983
Luminosity Uncertainty 1.028 0.972
PRW Scale Factor Uncertainty 1.013 0.997
Tau Energy Scale NP. Detector 1.029 0.965
Tau Energy Scale NP. Insitu 1.024 0.963
Tau-ID Eff. NP High-PT 1.020 0.980
Tau-ID Eff. NP Total 1.107 0.940
Tau-Reconstruction Eff. NP Total 1.044 0.957
Trigger Eff. NP. Data 2015 1.037 0.950
Trigger Eff. NP. MC 2015 1.032 0.947
Trigger Eff. NP. Total 2016 1.218 0.793

bbH for mA,H = 500 GeV
Acceptance Uncertainty bbH 1.220 0.780
Flavor Tagging Eff. NP B 0 1.023 0.977
Jet Grouped NP 0.985 1.016
Jet Vertex Tagger Eff. NP 1.019 0.982
Luminosity Uncertainty 1.028 0.972
Tau Energy Scale NP. Detector 1.026 0.959
Tau Energy Scale NP. Insitu 1.039 0.970
Tau-ID Eff. NP High-PT 1.020 0.980
Tau-ID Eff. NP Total 1.158 0.891
Tau-Reconstruction Eff. NP Total 1.147 0.859
Trigger Eff. NP. Data 2015 1.036 0.951
Trigger Eff. NP. MC 2015 1.032 0.947
Trigger Eff. NP. Total 2016 1.216 0.795

Table B.1.2: Table of systematic uncertainities for B-VETO region
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