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Zusammenfassung

Eine derzeitige Hauptaufgabe im Forschungsbereich der Partikeltherapie ist die
Kontrolle sowie die Sicherung einer prazisen Bestrahlung des Zielvolumens. Die
Prompt Gamma Timing (PGT) Methode bietet unter anderem die Moglichkeit
einer in vivo Reichweitenverifikation wiahrend der Bestrahlung des Patienten.
Dabei wird die Emissionsverteilung von hochenergetischen Photonen genutzt
um die Eindringtiefe der priméiren Protonen zu bestimmen. Durch Kernwech-
selwirkungen des Projektils mit Materie werden Photonen erzeugt und prompt
emittiert, welches zusétzlich die Moglichkeit bietet eine Echtzeitinformation
der Reichweite zu generieren.

Die Ankunftszeit der Photonen in einem Detektor spiegelt den Abbremsvor-
gang der priméren Protonen im Gewebe wider und ist mit ihrer Eindringtiefe
korreliert. Die Zeitauflésung des Detektors und des Protonen Bunches sowie
das Driften des Bunches im Bezug auf die Beschleuniger Frequenz fithren je-
doch zu einer Verschmierung der Zeitspektren und verringern die gewiinschte
Prézision der Reichweitenbestimmung im Hinblick auf zukiinftige klinische An-
wendungen.

Um diese Limitierung zu vermeiden und eine robuste Reichweiteninformation
aus den PGT Spektren zu regenerieren, kann ein Bunch Monitor eingesetzt
werden. Ein erster Prototyp wurde unter anderen an der GSI Darmstadt
bei Messungen des Energieprofils von gestreuten Ionen getestet. Am ELBE
Beschleuniger, welcher Bremstrahlungsphotonen in sehr kurzen Pulsen gener-
iert, wurde zur Optimierung der Zeitauflosung ein Constant Fraction Algo-
rithmus fiir die digital gemessenen Signale evaluiert. Streuexperimente mit
verschiedenen Targets und Detektorpositionen an einem klinischen Protonen
Strahl (OnocRay, Dresden) erlauben eine grundlegende Charakterisierung der
Protonen Bunch Struktur und der Ausbeute an gestreuten Protonen.



Abstract

A focus in current research in particle therapy is the assurance of the pre-
cise irradiation of the target volume. The Prompt Gamma Timing (PGT)
method provides one possibility for in vivo range verification during patient
treatment. This approach exploits the emission distribution of gamma rays
with high energies to determine the penetration depth of the primary protons.
The photons are emitted promptly due to nuclear reactions of the projectile
with tissue.

Their arrival time on a detector reflects the stopping process of the primary
protons in tissue and is directly correlated to the range. Due to the timing
resolution of the detector and the proton bunch time spread, as well as drifts
of the bunch phase with respect to the accelerator radio frequency, timing
spectra are smeared out and compromise the accuracy of range information
intended for future clinical applications. Nevertheless, counteracting this lim-
itation and recovering range information from the PGT measured spectra,
corrections using a phase bunch monitor can be performed. A first prototype
of a bunch monitor was tested at GSI Darmstadt, where measurements of
the energy profile of the ion bunches were performed. At the ELBE accel-
erator at Helmholtz-Zentrum Dresden-Rossendorf (HZDR), set up to provide
bremsstrahlung photons in very short pulses, a constant fraction algorithm for
the sampled digital signals was evaluated, which is used for optimizing the
timing resolution. Scattering experiment studies with different thin targets
and detector positions are accomplished at OncoRay Dresden, where a clinical
proton beam is available. These experiments allow a basic characterization of
the proton bunch structure and the detection yield.
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Chapter 1

Introduction

The combination of modern medicine with the considerable technical progress
in accelerator technology, as well as the interdisciplinary collaboration of sci-
entists around the world, open the possibility to cure serious diseases such
as cancer. This trend, for instance, is reflected in the advances in radiation
therapy using the special properties of charged particles. Compared to conven-
tional cancer therapy, such as the treatment of tumors using photons, particle
therapy with protons or heavy ions offers considerable advantages. In contrast
to photons, which are conventionally used in radiation therapy, protons have
a distinct range in tissue. The incident particles deposit their energy within
the tissue, which leads to a breaking of the deoxyribonucleic acid (DNA) with,
at best, a subsequent apoptosis of malignant tumor cells. Because of the self
repairing mechanism of the cells to a certain extent, it must be ensured that
enough dose is delivered in the target volume. Therefore, the resulting main
challenge in tumor therapy is to destroy the tumor cells, while sparing the
surrounding healthy tissue [1].

For this, the dose deposition profile of protons and heavy ions can be exploited.
This distribution is characterized by a distinct maximum (Bragg Peak) near
the end of the particle range and a subsequent sharp fall-off of the dose depo-
sition. These properties allow to treat tumors near sensitive healthy organs.
A main subject of current medical research in this promising form of therapy
is to ensure the precise irradiation of the target volume. It is important to
avoid an accidental overdose in healthy tissue (especially in regions at risk) or
a possible underdose in the tumor (figure 1.1).

underdosage in

tumor overdosage in
normal tissue

Tumor

normalized dose

----- applied dose
planned dose

penetration depth

Figure 1.1: Tumor treatment with protons of different penetration depth.
The solid line characterizes the planned dose distribution while the dashed
line shows the indeed applied dose. The red areas indicate a critical un-
derdose in the tumor or rather an overdose outside the tumor region.
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Besides the incident energy, the penetration depth depends on the density
and the composition of the tissue along the particle track. Uncertainties are
caused by patient positioning, anatomical and physiological changes, organ
motion and implants as well as the lateral scattering process in a complex
anatomy. Furthermore, an independent control system for important beam
parameters could detect an inadequate modeling of the beam profile in clinical
applications. Consequently, it is of high interest to verify the range during the
treatment and to examine special beam parameters [2].

1.0.1 Motivation of the Thesis

In order to increase the quality of particle therapy, there are several strate-
gies to determine the particle range in tissue during the treatment of patients,
which counteracts these accidental dose depositions as mentioned above. A
direct measurement by detecting the particles is not possible as they do not
leave the patient. Therefore, signatures from nuclear interaction processes of
the projectile with the target can be exploited (figure 1.2).

excited e.g.
nucleus 0 12C(p,p')12C*

nuclear interaction

promptly emitted B+ emitter

photons
86/1 Y
o/\ﬂ - ; -
Y Y
T~ps T ~ sec/min

— secondary photons

Figure 1.2: Illustration of signatures from nuclear interaction used for
range verification.

A currently clinically established method, the positron emission tomogra-
phy (PET), takes profit of the resulting beta plus (87) decay from a positron-
emitting radionuclide, which is produced in inelastic nuclear reactions. The
system detects and localizes the back-to-back annihilation photons to form an
image that reflects the actual locations of the radioactive atoms. The simulta-
neously produced photons have an energy of 511keV with a respective inverse
momentum. Due to the long decay time (~ sec/min), it is not possible to get a
real-time information of the particle range. Additionally, the blood flow leads
to washout effects and degrades, combined with the low statistic, the range
information. A detailed description of this procedure can be found in [3].
Besides these photons, gamma rays with high energies (~ MeV) are emitted
promptly (~ ps) due to nuclear reactions between protons and the nuclei in
tissue. Systems, which extract the range information by analyzing the spatial
distribution of these gammas, are for example the passively collimated slit
camera [4] or the actively collimated Compton camera [5].



tungsten
collimator beal

counts

photodetectors

Figure 1.3: A possible slit camera setup with simulated particle tracks.
The green lines indicate the produced prompt photons and the blue line
belongs to the primary protons. The different count rates in the segmented
detector lines (highest count rate closed to the Bragg peak) allows a range
assessment in one dimension [4].

The slit camera produces a reverse 1D image of the emission pattern by a
knife-edge slit collimator. The segmented detector lines have different count
rates (highest count rate closed to the Bragg peak), caused by the spatial
emission distribution (figure 1.3). The recorded profile correlates with the
penetration depth of the primary protons, but allows only a range assessment
in one dimension. Due to the tungsten collimator the experimental setup has
a high weight (~ 50 Kg).

The Compton camera system is based on the classical Compton scattering
formalism and typically consists of a scattering detector and an absorber de-
tector. The origin of the emitted prompt photons can be reconstructed through
a measurement, of energy and interaction positions in the respective detector
modules. If the interaction position in both detectors and the incident energy
of the photon is known, it is possible to reconstruct cones containing their
incident trajectories. Thereby, the top of the cone is the interaction point in
the scatterer detector, which also determines with the interaction point in the
absorber detector, the axis of the cone. Finally, the system produces an image
by overlaying different cones, which are determined by each detected single
event (figure 1.4).

The efficiency is mainly limited through the coincidence nature of the photons
in the two detector stages, because random coincidences caused by the high
background counteract the valid events. It is also a complex and expensive
system due to highly granular detectors and electronics. Further information
of these methods can be found in [4] (slit camera) and in [6] (Compton camera).

Besides these Prompt Gamma Imaging (PGI) systems, the Prompt Gamma
Timing (PGT) method provides one possibility for in vivo range verification
based on conventional timing spectroscopy. The primary proton bunches pass
the beam nozzle, enter the target and prompt photons are emitted along the
particle track. The proton transit time through the target volume (body) is
of the order of 1 ns. As mentioned above, it is not possible to directly measure
the beam position by detecting the protons, but the emitted photons leave the
target. The arrival time of the prompt photons at the detector reflects the
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scattering absorber
detector detector

Figure 1.4: The origin of the emitted prompt photons can be recon-
structed through a measurement of energy deposition and interaction po-
sitions in the respective detector modules. The system produces an image
by overlaying different cones, which are determined by each detected single
event [6].

stopping process of the primary protons in the tissue and is directly correlated
to the range. The longer the proton range, the longer prompt photons are
emitted.

Due to the timing resolution of the detector and the proton bunch time spread,
as well as drifts of the bunch phase with respect to the accelerator frequency,
timing spectra are smeared out and compromise the accuracy of range infor-
mation intended for future clinical applications. Therefore, in contrast to the
constant detector timing resolution, it must be monitored on-line. Further-
more, an unstable bunch phase with respect to the accelerator may addition-
ally shift and smear the profile and compromise the accuracy and robustness
of PGT. In order to counteract this limitation a phase bunch monitor can be
used and range information from the corrected PGT spectra can be recovered

171, 18]-

1.0.2 Aim

This thesis presents the first studies of a bunch monitor prototype for increas-
ing the robustness of the PGT method, under consideration of the require-
ments in future medical applications. For first investigations a detector, which
operates according to the phoswich principle, combined with a digital data ac-
quisition, to minimize the technical equipment, is used. The following specific
task were examined:

(a) The selection and preparation of a detector which has a suitable size
for clinical application and, at the same time, is still able to measure
high energetic charged particles. Moreover, it needs a reasonable time
resolution referred to previous published measurements in the range of
~ 400 ps.

(b) The configuration of the digital data acquisition software, which includes
the exploration of different pulse shape discrimination parameters, as
well as an algorithm for analyzing the time structure of the waveform.

(¢) Various scattering experiments with the assembled experimental setup
in order to verify, whether it is possible to use it as a bunch monitor.



Chapter 2

Physical Background

When a proton or heavy ion travels through material, it will have a certain
probability of interacting with the orbital electrons or the nuclei by electro-
magnetic or nuclear forces, respectively. During this process, it will transfer
some of its energy to the participating particle. The total energy deposited in
a mass element, which is mainly dominated by the specific energy loss of the
proton in matter, is given by the absorbed dose (equation 2.1) where the SI
unit is Gray [1 Gy = 1J/kg].

de

The characteristic dose distribution of protons in matter (figure 2.1), leads
to a well-defined proton range in tissue and offers the possibility for treating
deep seated tumors surrounded by organs at risk. Additionally, the ongoing
development of powerful and compact particle accelerators guarantees the op-
portunity to use this special, physical behavior in cancer treatment. In order
to fulfill medical requirements and to develop methods which ensure the qual-
ity of particle therapy, it is important to understand the fundamental particle
interaction processes as well as the accelerator behavior.

— 140 MeV protons

relative dose
o

0.2

tre b v b b b bl L s
10 12 14 16 18
penetration depth / cm

Oy

Figure 2.1: The dose distribution of 140 MeV protons in water [9]. Pro-
tons traveling through matter have a well-defined range.
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Figure 2.2: Range of protons in water and PMMA [10]. In radiation
therapy penetration depths of up to 30 cm are required. Consequently, the
kinetic energy of protons used for treatment is in the range of 3-300 MeV.

2.1 Kinematics

Figure 2.2 shows the penetration depth of protons in acrylic glass (polymethyl
methacrylate (PMMA)) (C502Hg) and water depending on their kinetic en-
ergy Eyin [10]. In radiotherapy, penetration depths of up to 30cm are re-
quired to treat deep-seated tumors in the body. This depth, assuming wa-
ter equivalent tissue, can be achieved with an incoming proton energy of
Fyin =217.5MeV. Consequently, the typical energy spectra of protons in ra-
diotherapy ranges from 3 MeV - 300 MeV [1].

Protons are not elementary particles and have a substructure consisting of
quarks and gluons. In quantum mechanics, every particle is associated with
a De-Broglie wavelength X = ﬁ To resolve structures with a linear exten-
sion Az, the reduced wavelength has to be in the same order of magnitude:
Az ~ X. Figure 2.3 shows the correlation between the kinetic energy and
the reduced wavelength for different particles. At high momenta (~ several
GeV /c), the wavelength of the projectile is less than fm and it is possible to
decompose the constituents of the nuclei [11].

According to equation 2.2, medical protons have a De-Broglie wavelength be-
tween 0.25 fm < X < 2.66 fm. These protons can resolve the nucleus (diameter
~ 107 m = 1fm).

5 E B he N h/\/m, if By << mc? (2.2)
T p V/2m2 By, + B2, T hc/Exin ~ hc/E if By, >> mc? ’

The energy E of the protons follows the relativistic energy-momentum relation:

E? = (pc)® + (moc®)? (2.3)
with the relativistic momentum p:

1
= muv =
RV e

The resulting energy-dependent velocity is given by

dz mo 2 2
0(Ekin) = T <Ekm+m()62> (2.5)

and the transit time ¢ to pass a distance Ax = x — g by

(2.4)

£ 1
t(zx) = /3:0 mdx (2.6)
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Figure 2.3: Correlation between kinetic energy FEiyin and reduced wave-
length X for photons (v), electrons (e), muons(u), protons(p) and He-
cores(a). The diameter of an atom is typically in the range of angstrom A
(107 m), and the nuclei of fm (107** m) [11].

For example, a proton with a kinetic energy Eyj, = 160 MeV has a velocity
of v =~ 0.27c.

According to equation 2.4, medical protons have a momentum of
P(Fxin=5MeV) =97MeV /c up to p(Ekin: 230 MeV) =696 MeV /c. In this low
energy range, the proton behaves like an elementary particle with no substruc-
ture [1].

2.2 Interaction of Protons with Matter

2.2.1 Interaction with the Atomic Shell

Charged particles like electrons, protons or heavier ions are surrounded by
their electromagnetic field. The mutual interaction between charged particles
occur in single collisions leading to ionization, atomic or collective excitation.
In a macroscopic piece of matter, the probability for that is close to 100 %. If
only one single process is taken into consideration, then the transferred energy
is very low (AFE =~ 100 eV in 90% of all collisions). Consequently, many
interactions are necessary for stopping a projectile in matter [12].

The macroscopic formalism, which consolidates these single scattering events
for heavy particles is described by the Bethe Bloch formula (equation 2.7).

dE Z1 (1. 2m.c®B2Y2AT s 1) C

with:

Me: electron mass

K: ~ 0.31 MeV g~! cm?

z, B: electric charge and velocity of the incoming particle

Z, A: charge and mass number

p: density of the material

I: mean excitation potential

ATax:  maximum energy transfer (central scattering)
§(By):  density corrections at high energies
C/Z: shell corrections at low energies

The mean rate of energy loss between heavy charged particles with the orbital
electrons of the target atoms increases as the projectile slows down. Accord-

7
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ing to the estimated momentum in section 2.1, the specific energy loss of

protons used for radiotherapy is described by the linear portion of the curve

(figure 2.4), where relativistic corrections can be neglected. In simple terms,

it means that the momentum transferred to the electron is higher the longer

the proton perceives the field of the electron. Therefore, the mean projected

range (R) (proportional to the penetration depth) of the energy loss expecta-
dE

tion value —(%*) (equation 2.8) is approximately proportional to the kinetic

energy squared, where Ej is the incoming energy.

(R) = /EO (<f§>)_ldE ~ B, (238)

The resulting range in tissue for clinical applications can thus be varied by
kinetic energy changes of the incoming primary protons. The approximative
formula 2.7 is valid in the interval of 0.1 < 8+ <1000 and an intermediate
Z of the material. The product of the two quantities 8- for protons used in
radiotherapy (Fyin =5MeV-230MeV) is Sy =0.1-0.48.

Atoms in an excited state after interaction can return to the ground state by
emitting photons in the range of eV - keV, which causes part of the background
in measurements.

2.2.2 Interaction with the Atomic Nuclei

Protons and neutrons which make up the nucleus are themselves considered
to be made up of quarks. Atomic nuclei interact through attractive nuclear
forces (range in the area of femtometer) or repulsive Coulomb forces (infinite
range). In most cases, these processes superimpose in the experiment.
Depending on the studied phenomenology in particle therapy, the elastic or
inelastic interaction of the target and the projectile play different roles. Im-
portant for later studies of the primary proton bunch structure are especially
the elastic scattering processes. In contrast to that, inelastic nuclear reactions,
which produce prompt photons and secondary particles, are mainly of interest
for range verification.

Elastic Nuclear Scattering

The elastic scattering through the electrostatic interaction of charged particles
with the atomic nuclei is described by the Rutherford scattering formalism.
If a parallel current of protons collide with a thin target, the particles are

treatment
energies

—_
o
T T llllllr

L 1nnld

T llllllll
1 llllllll

dE/dx / MeV cm® g
o

=y

o
LELRLRRLLL
ol

1 FEPEPRTTTH EEEPRITTTTY R TN BRI Tr SRR T B .......13 e
10 10° 10’ 1 10 10 10 10
E, /MeV
n

Figure 2.4: The specific energy loss dE/dz of protons in PMMA depend-
ing on their kinetic energy FExin [10].
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Figure 2.5: Angular dependence of the Rutherford cross section [13].

scattered due to the pure Coulomb potential and will be detected at a defined
distance r at an angle ©. The differential cross section defined as:

do number of scattered particles in d§)/s

= _ 2.9
dQ)  current density of the incident particles (2.9)

determines the number of detected particles with a detector of an area dF' in
a solid angle element d2 = dF/r? divided by the particle current density.
The Rutherford cross section with the Coulomb potential V (r) = ZZ'e?/4neor,
acting simultaneously on two point charges (electrical charge Z, Z”), depends
on the energy F of the incoming particle and is given in equation 2.10 [11].

do 1 ZzZ'e 1
dQ  4dmey 4E sin*(0/2)

(2.10)

The cross section, as shown in figure 2.5, increases for a smaller scattering
angles over many orders of magnitude.

Depending on the mass of the target nuclei and the impact parameter, the elas-
tic scattering leads to a more or less larger angular deflection. The simplest
approach to describe the kinematic of elastically scattered protons in a plane is
the classical energy and momentum conservation. The resulting kinetic energy
(velocity (v])) of an incoming proton scattered on an atomic nucleus at rest

1S:

mp =mg: v] =wvcosO)

my #ma: VE(my +mo)

+vi (—2myvy cos O1) = 0

For example, if a proton collides with a hydrogen nucleus at an angle of 45°,
it transfers half of its kinetic energy.
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Inelastic Nuclear Reactions

Inelastic nuclear reactions can leave the nucleus as well as the projectile in an
excited state, which later decays by photon emission or some other forms of
radiation. As mentioned in section 2.1 at energies relevant for particle therapy
interactions with the constituents of the nuclei (quarks and gluons) can be
neglected. For range verification in particle therapy, especially the excitation
of discrete levels with a followed gamma ray emission is of special interest [13].
Elements in tissue are mostly hydrogen, oxygen and carbon with the correlated
gamma ray emission energies of 2.2 MeV (YH(n,y)2H), 4.44 MeV (160 and '2C
de-excitation) and 6.1 MeV, 6.916 MeV, 7.115 MeV (160 de-excitation) [14].
Another approach in this field (section 1.0.1 (PET)) takes advantage of 511 keV
annihilation photons, which originate from the decay of beta plus emitters
in inelastic nuclear reactions. A proton inside a radioactive nucleus is con-
verted into a neutron while releasing a positron and an electron neutrino. The
positron annihilates in a certain distance with a surrounding electron and pro-
duces two photons.

Protons, which enter the nucleus and knock out constituents produce further
secondary particles. Figure 2.6 shows some examples of these reactions.

At therapy energies, possible secondary particles are protons, neutrons, y-rays
and recoil residual nuclei. Heavier fragments like alpha particles are quite rare
[1]. Because of the low kinetic energies, the secondary particles are scattered
with a large angle and should be considered when some scattering or absorber
material is in the beam line.

Besides these processes, interactions can also lead to a so called compound nu-
cleus, in which the projectile and the nucleus fuse together and reach a highly
excited state. The following de-excitation is achieved by fission, gamma emis-
sion or particle fragmentation [13].

b (p:n) C (p!pln)

Figure 2.6: Schematic illustration of nuclear proton reactions: (a) pickup
reaction, (b) kickoff reaction, (c¢) knock-on reaction [13].
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2.3 Principle of Prompt Gamma Timing

Due to differences in physical interaction processes with matter, proton therapy
is much more sensitive to changes in tissue composition compared to conven-
tional photon therapy. The planned dose distribution is mainly defined by the
Bragg Peak, and a significant deviation of its position in the target volume
could lead to severe side effects. Therefore in clinical practice, it is desirable
to control the beam range in vivo during the treatment.

As mentioned in section 1.0.1 PGI takes advantage of the emission nature of
the photons and provides a real time information. A special feature of another
system called PGT, is the simple experimental setup as well as it dispenses
with passive or active collimation elements. The PGT method is based on
conventional timing spectroscopy of differences between the time when the
particle bunch passes a reference plane (e.g. entrance in the target) and the
arrival of the correlated prompt gamma rays to the detector.

The particles in tissue need a finite time (~1ns) to pass the target volume,
wherein they produce photons along their track. Obviously, the length of
this time is directly correlated with the range in the target (figure 2.7). The
transit time tiyansit depends on the particle velocity v(Eyiy ), the stopping power
of the material S(Eyiy) and the mass density p(x) (equation 2.11). If the
kinetic energy FEji, of the incoming particle is known, the range z(FEyi,) can
be extracted.

Ey 1
transi x :/ dFE 2.11
pansi 1) Fuin(z) V(Ekin) p(2) S (Exin) (2.11)

As described in section 2.2, the different ranges in the target can be deter-
mined by varying the kinetic energy of the projectile.

It is not possible to measure the transit time of the primary protons directly
but the prompt photons leave the target and the shape of their emission dis-

tribution is defined by the stopping kinematics of the protons. Therefore, a
precise recording of this distribution can be used for range assessment.

proton bunch
particle range
|
I target

I proton transit time
tp,transil

ty,tof

\/ gamma

accelerator RF -
timing detector

«— 5 Temission
~ particle range

Figure 2.7: Scheme of the PGT method. A proton bunch exits the
beamline and enters the target. Due to nuclear excitation of the nuclei,
prompt photons are produced. The emission time distribution of these
high energetic photons encode the range: a larger range is reflected in a
longer period of prompt photon emission.
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In practice, a common gamma ray detector measures the arrival time of prompt
gamma rays related to the cyclotron radio frequency (RF). The RF as time
reference is chosen because of the fixed phase relation with the bunch extrac-
tion. The recorded histogram ("PGT spectrum") includes the particle transit
time through the material ti.anet and the flight time of the corresponding
prompt photons ttop. At higher incoming energies, the proton needs more
time to cover the additional distance (longer range), and this leads to a longer
emission period in the measured PGT spectra. Therefore, the prompt gamma
timing peak is broadened and the center of the peak shifts, which indicates a
longer penetration depth of the protons.

Of course, effects like the time resolution of the detector and the bunch spread
smear out the spectrum. Nevertheless, considering the statistical momenta
(e.g. the mean u and the standard deviation o) of the emission distribution,
it is possible to extract a robust range information despite of the mentioned
effects [15]. A detailed description of the PGT method can be found in C.
Golnik et al. (2014) [15].

As briefly introduced in section 1.0.1, the measured PGT spectra are addition-
ally influenced by the energy and time spread of the primary proton bunches
as well as accelerator effects, like bunch phase fluctuations. To resolve these
fluctuations, the time difference between scattered primary particles and a de-
fined reference time must be determined. It is most convenient to measure the
time against the accelerator RF because of the expected phase correlation to
the beam bunches. However, if this correlation is unstable and changes, e.g.
due to accelerator tuning, the prompt gamma profiles have to be corrected.
Moreover, one can monitor the time and energy spread of primary protons by
a bunch monitor. One possibility to extract the bunch structure parameters is
to measure primary protons, which are elastically scattered at the exit window
of the beam line or at a thin scatterer. The measured energy correlation and
energy over time correlation spectra encode the structure parameters of the
primary proton bunches and could be used for accurate reproduction of the
PGT spectra.

2.4 Proton Accelerators

The proton bunch structure is mainly influenced by the operation of the ac-
celerator. Nowadays, mainly two types of accelerators (synchrotrons and cy-
clotrons) for clinical proton therapy are commercially available. The presented
experiments were mainly performed at the Cyclone 230 (C230)® cyclotron of
the company Ion Beam Application (IBA). The working principle of this ac-
celerator type is described in the following (figure 2.8).

Therapeutic cyclotrons are equipped with an ion source in their center, where
hydrogen ions are produced by exploiting the chemi-ionization Penning effect.
Free electrons are accelerated and ionize the hydrogen gas. Protons and other
ions diffuse to a little hole in the source at the center of the cyclotron and
will accelerate towards the nearest electrode. If they arrive at the right phase,
they pass the selection system and will be further accelerated. For the ac-
celeration a high frequency alternating voltage, which is applied between two
hollow electrodes called "dees" because of their shape, is used. The dees are
place side by side with a narrow gap between them, where the protons are
periodically accelerated. The particles are exposed to a magnetic field, which
is perpendicular to the electrode plane and causes therefore the circular path
of the particles.

12
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Figure 2.8: Cyclotrons use a magnetic field to cause particles to move in
circular orbits. As the particles pass between the plates of the dees, the
voltage across the gap is oscillated to accelerate them twice in each orbit.
The accelerating field frequency is independent of the particle mass. To
compensate the relativistic increasing of the particle mass at high energies,
the magnetic field is raised at outer radii.

This typical circular orbit of radius r of charged particles (electric charge q)
moving with the velocity v = 27r/T in the presence of a magnetic field B is
due to the Lorentz force given in equation 2.12, which acts as a centripetal

force.

mv2

FLorentz - T = qu (212)

According to equation 2.13, the period T of circulation does depend neither
on the radius nor on the particle velocity, but on the magnetic field and the
particle mass m.
2mm 1 B
T="= =4

B = frequency f = T = 50 (2.13)

If the magnetic field in the cyclotron is constant at each radius and the protons
have the equal phase, they are at the same azimuthal angle.

To compensate the relativistic increase of the particle mass compared to its rest
mass mg at high energies, the magnetic field is conventionally raised at outer
radii. A measure of this relativistic effect is the Lorentz factor v = L

V/1—v2/c2’

which leads to a mass increase of v=1.24 for protons with a kinetic energy
of 230 MeV. Without the correction of the magnetic field (equation 2.14), the
mass depending circulation time would change.

1
W mo = '7(7") mo

Consequently, the orbit frequency in a homogeneous magnetic field would drop
with the energy and the protons would not longer be accelerated because of the
lack of correlation to the RF. Nevertheless, a divergent magnetic field leads
to an initial broadening of the proton bunch. To counteract this defocusing

m(r) = B(r) =~(r) By (2.14)
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Figure 2.9: The C230 Cyclotron of the company IBA . Between the two
dees the particles are accelerated. The hills (strong field) and the valleys
(weak field) enable the vertical focusing, which is necessary because of
relativistic effects [1].

IBA incorporated high and low magnetic field regions in the C230. The hills
(strong field) and the valleys (weak field) enable the vertical focusing, which
is necessary because of relativistic effects (figure 2.9).

Because of the narrow acceptance window in time and in the further accelera-
tion parts, only a fraction of the protons leaving the source are actually being
accelerated. At the IBA cyclotron the current of the beam at the source is
adjusted by a feedback loop from the measured beam intensity.

The accelerator efficiency is additionally influenced by the extraction system,
which is mainly responsible for the beam loss. If the extraction system works
inadequately, it causes high radioactive components and enhanced wear and
dirt deposition on insulators. The main challenge during particle extraction is
to select protons from those that still have to make one or more turns and to
ensure the beam structure during the extraction mechanism. The orbit radius
of each proton increases with the momentum and approximately with v/E.
Therefore, a constant AFE leads to a smaller orbit distance and a decreasing
separation of the orbits near the extraction radius. In the IBA cyclotron, a
self extraction system is included. The acceleration continues to a maximum
possible radius, and the field is kept isochronous by using an elliptical pole
gap, which is very narrow at the pole edge. The field drops to near zero in a
short radial distance, so that the beam can be guided very quickly out of the
main field through the fringe field. To get the extraction at a well-specified
azimuthal angle, a groove in one hill is made near the extraction radius. A
top-view of the cyclotron is shown in figure 2.9. The beam is deflected further
by means of a septum and extraction cathode. To limit the beam size, several
focusing elements are following the septum [1]. At the cyclotron exit, the pro-
ton bunch width is less than 1ns.

For energy regulation, a degrader outside the cyclotron reduces the energy of
the particles, depending on the desired water equivalent range. The protons
undergo a certain number of collisions across the degrader material so that
their velocity is reduced. Taking into account the statistical nature of this
passive slowing down different protons end up with a slight energy difference
known as energy straggling of the extracted bunch. The bunch width further
increases as the bunch disperses through the beamline. The combination of
the beam line acceptance (AE/E ~ 1%) and several momentum limiting slits
allow to reduce the energy spread to a certain extent [1].
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2.5 Scintillation Detector Principles

A scintillation detector, utilized to detect ionizing radiation, consists of a ma-
terial, which converts the incident radiation into a flash of light. A coupled

photomultiplier tube (PMT) transforms that amount of light into an electrical
signal. The scintillation material of the detector should offer a high efficiency
and, at best, a linear conversion of the kinetic energy of the incoming particle
in visible or UV light. The emission of this light should be due to prompt
fluorescence instead of the undesired contributions of phosphorescence, which
has a larger wavelength and a much longer emission time. This means that
the light yield, which defines the produced scintillation photons per deposited
energy in the detector, should be proportional to the energy deposit over a
wide energy range. Furthermore, the material should be transparent to its
self emission spectra to ensure a maximal light collection. Additionally, the
transition between the scintillation material and the photomultiplier or a pho-
todiode has a higher coupling efficiency if the refraction indices are equal. In
particular, in the case of fast following signal pulses, a fast decay time of the
material is necessary to avoid pile up effects and to remain sensitive to con-
secutive signals in short time scales. The most widely applied scintillators are
divided in two groups: the inorganic scintillators (e.g. sodium iodide) and the
organic based liquid and plastic scintillators. Inorganic scintillators are char-
acterized by a high light output and at the same time a linear conversion of
the deposit energy. In contrast, scintillators based on organic materials have
generally a better response time [16].

2.5.1 Organic Scintillators

The group of organic scintillators include crystals, liquids and polymeric solids.
The scintillation mechanism is due to single molecule transitions in a higher
energy level, independent of its physical state. The majority of the scintil-
lation light in organic materials stems from the transition between the first
higher single electronic state and the different vibrational ground states of the
molecule. As shown in figure 2.10, the emitted light through de-excitation has
almost always a lower threshold as the minimum energy required for transition
in the nearest state and the material offers an efficient light collection, because
it is transparent to the wavelength of its own emission spectrum.

In certain cases, an additional component in the scintillation material inter-
acts as a wavelength-shifter. These additives absorb primary scintillation light
and emit it at a longer wavelength. On the one hand, a possible self-absorption
can be avoided. On the other hand, the emission spectra can be adapted to
the coupled PMT.

The decay time of the most organic scintillators is in the range of nanoseconds
and therefore relatively fast. The exponential course of the prompt fluores-
cence intensity depending on the decay time 7 is given by:

I=TIpe /" (2.15)

The response of organic scintillators to charged particles can be described by
the Birks formula, which defines the fluorescent energy dL emitted per unit
path length dz according to the specific energy loss dE/dz. The empirical
relation 2.16 is non linear due to recombination and quenching effects (the
quenching factor groups together all radiation-less de-exciting processes) be-
tween the excited molecules and the surrounding substrate.

dL dE/dx

L 2.16
dr 1+ kpdE/dx (2.16)
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Figure 2.10: Energy levels of an organic molecule [16].

Here, Ly is the light yield and kp the Birks’ constant, which depends on the
material properties for a specific scintillator. For organic scintillators, the
light yield for protons compared to electrons is generally smaller for equiva-
lent energies and significantly nonlinear to much higher energies. Figure 2.11
shows that, at rising energies, the curves approach and the differences become
smaller, but the response to protons is always below [16].

An important representative of organic scintillators are low-cost plastic scin-
tillators, which can be produced in various forms like cylinders, rods or flat
sheets at little effort. In first estimation the time response of a fast plastic
scintillator can be described by a superposition of two exponential functions:

I=TIy(e7t/m —e7t/m) (2.17)

One term describes the population of the levels from which the prompt fluo-
rescence light arises. The other describes their decay, wherein the difference in
the short rise time 7; and the longer decay time 7 scales with a factor of five.
The decay times of different plastic scintillators are typically in the range of
1ns - 2ns and are listed in table 2.1.

Table 2.1: Timing properties of fast plastic scintillators [16].

type 71 (rise) 7 (decay)

NE 111 0.2ns 1.7ns
Naton 136 0.4 ns 1.6 ns
NE 102A 0.6ns 2.41ns
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Figure 2.11: The scintillation response (ion-induced light output) for
a NE 102 plastic scintillator. For organic scintillators, the response for
protons compared to electrons is generally smaller for equivalent energies
and significantly nonlinear to much higher energies [16].

2.5.2 Inorganic Scintillators

Inorganic scintillators are usually crystals doped with an additional component
as activator. The crystal lattice determines the energy states of the electrons,
wherein only discrete bands of energies are available. The electronic band
structure model defines a valence band with electrons bound at lattice sites in
the lowest energy state and a conduction band with free electrons, which can
migrate throughout the crystal. In pure crystals, an intermediate band gap
separates the electrons, and corresponds to the energy difference between the
top of the valence band and the bottom of the conduction band. An excita-
tion of a valence band electron into the conduction band with a subsequent
return produces a photon with a wavelength above the visible range. To shift
the wavelength of the emitting photons to longer wavelengths, the crystal are
doped with amounts of an impurity called activators, which modify the band
structure and creates intermediate states in the forbidden band. The energy
difference for de-excitation from these recombination centers to the valence
band results in a scintillation photon and determines the emission spectra of
the scintillator.

If a charged particle enters the detection medium, it produces electron-hole
pairs by transferring a part of its energy to an electron, which merges into
the conduction band. Furthermore, the resulting defect electrons drift to re-
combination centers and ionizes them. Simultaneously, a free electron moves
to such an ionized activator an re-combinates. The activator site remains in
an excited state and returns to the ground state by emitting a photon with a
wavelength in the visible range (figure 2.12).

Besides the recombination time of the electrons with the activators, which is
very short, the time shape of the emitted scintillation light is mainly defined
by the decay time (typically 30 - 300 ns) of the excited activators.

Compared to organic scintillators, the energy deposition is nearly proportional
to the light yield, and the quenching effects are low and can be mostly ne-
glected.

One example of a slow inorganic scintillation material is Bi4GesO12 (BGO),
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Figure 2.12: The mechanism of an inorganic scintillator [16].

which comprises bismuth, germanium and oxygen. Due to the hight density
of p="7.13g/cm? and the large atomic number of the bismuth component (Z
= 83), it has a large probability per unit volume for photoelectric absorption
and is also suitable to stop high energetic charged particles to get a full en-
ergy deposition. Unlike sodium iodide (Nal(T1)), it is non-hygroscopic and
mechanically strong, and therefore widely applicable.

The decay time shown in figure 2.13, is a superposition of a 60 ns part, which
represents 10% of the light yield, followed by a 300 ns component. In contrast
to other inorganic crystals (e.g. lutetium oxyorthosilicate (Luz(Si04)0, LSO)
TLso = 47ns [16]), the timing resolution of BGO is substantially worse.

A special feature of BGO is that no activator components are required, be-
cause the scintillation process is based on the transition of the Bi**-ion. The
relatively large shift between the emission spectra and the absorption spec-
tra is responsible for the high transparency over ranges of many centimeters.
The emission (figure 2.14) starts at a wavelength of 350nm (peak at 480 nm)
and reaches beyond 600 nm [16]. The absorbed wavelength are below 340 nm
[17]. Nevertheless, the total detection yield of the scintillation light depends
strongly on the purity of the crystal [16].
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Figure 2.13: Measurements of the light pulse shapes from BGO. The
abscissa represents time, the ordinate the relative light output. The BGO
yield is represented as the sum of separate decay components with 60 and
300ns decay times [16].
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Figure 2.14: The emission spectrum of BGO. The relatively large shift
between the emission spectra and the absorption spectra (below 340 nm)
is responsible for the high transparency over ranges of many centimeters
[16].

2.6 Phoswich Detector

A phoswich detector [18], [19] consists of two different scintillator materials
stacked over each other and coupled with a single PMT. The pulse shape
of the output signal depends on the two relative contributions of the used
scintillator materials, caused by the different decay times [16]. Exemplary
combination materials are Csl with GSO, BGO with GSO and plastic scintil-
lators with BaFy. Their decay times are listed in table 2.2. .

Table 2.2: Decay times of some scintillator materials [16].

CsI(TI) GSO BGO plastic

Decay time  0.68 (64%) 0.056 (90%) 0.06 (10%) ~ 0.002
7 (us)  3.34 (36%) 0.4 (10%)  0.30 (90%)

Due to their respective short and long decay time component, these detector
construction can be used for particle identification. The shape of the output
signal from the PMT depends on the relative contribution of the scintillation
light from the two scintillators. Because of the differences in the produced
pulse shape, particles can be distinguished by separating the electronic pulses
from the fast and slow components of the PMT signal. This allows an inde-
pendent measurement of the energy deposition in each scintillator without a
second PMT.

As described in section 2.2.1, the energy deposition of a charged particle pass-
ing a slab of matter is described by the Bethe-Bloch formula and depends on
the mass m and the squared electric charge z? of the incoming particle. Par-
ticles of different masses can be distinguished by a simultaneous measurement
of the specific energy loss dF /dz and the residual energy E in the respective
detector stages [16]. As referred in section 2.2.1 the specific energy loss scales
with 1/v%, which is in first estimation proportional to m/E. In the energy
correlation spectra (dF/dz as a function of the residual energy F) hyperboles
are expected which are shifted along the ordinate because of the particle mass
differences. Figure 2.15 shows that the curves, due to a decreasing particle
mass, are closer to the abscissa.
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Figure 2.15: Scheme of an expected energy correlation spectra (dE/dz
as a function of the total energy F) of a phoswich detector. The expected
hyperboles corresponding to a decreasing particle mass are closer to the
abscissa.

2.6.1 Pulse Timing Methods

For PGT application, it is important to precisely retrieve the arrival time of
particles to the detector. Besides the acquisition electronics the timing signal
depends on the detector properties. Effects, which influences the timing accu-
racy are divided in two groups. First, those which have a constant amplitude
of the incoming signal but include random noise (time jitter) and second, un-
certainties because of the variable amplitude of pulses (amplitude walk). The
fluctuations in the signal pulse shape have different origins like electronic noise
or the discrete character of the generated electronic signal.

As time pick off method in the later described experiments, a constant fraction
discriminator (CFD) is applied, which produces an output signal if the leading
edge of the pulse has reached a constant fraction of the peak pulse amplitude.
This point is distinct for pulses with the same shape and different amplitude.
Compared to other time trigger methods like leading edge triggering, wherein
it is triggered at a fixed voltage value, CFD allows to accept pulses over a wide
dynamic range (figure 2.16) [16].

4 4
Vieonst 50% of
max

t Zt t

Figure 2.16: left: Illustration of the time "walk" seen for different signal
amplitudes when using a leading edge discriminator with a fixed trigger
point (Veonst). right: The constant fraction discriminator (50% of Vinax)
showing how time walk is virtually eliminated for signals of different am-
plitudes.
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2.6.2 Pulse Shape Discrimination

Besides the time of occurrence and the am-
plitude of detected events further analyzing
methods offer opportunities to get additional
information by analyzing the shape of the
current signal delivered by the PMT. This
temporal profile depends on the kind of par-
ticle. There are two common techniques for
pulse shape discrimination (PSD): sensing
the differences in the signal rise time or in-
tegration of the charge in two different time
periods [16]. Figure 2.17 shows two pulses
from different interactions. With the help
of PSD, it is possible to distinguish between
particles types in the detector by analyzing
the deposited charge in the two gates. In
the employed digital acquisition system the

long gate

short gate
r—

Figure 2.17: Two pulses from
different particle interaction with
different pulse shapes of particle
type a and b.

manufacturer incorporates an FPGA firmware for digital pulse processing -
pulse shape discrimination (DPP-PSD). The fast contribution of the plastic
scintillator (gsnort) and the slow part of the BGO crystal (qgiong) are integrated
with two gates of different length. The individual duration of the gates can be
set independently before starting the data acquisition.

Additionally, an online PSD cut (PSD.yt) processed by a FPGA can be set.
This value is defined as PSD.,; = $ens—dshort 514 allows an online cut of the

Qlong

events with higher/lower value, which reduces the data throughput signifi-
cantly. Thus, the background can be discriminated, which generates a signal
mainly in the plastic scintillator or in the BGO component, respectively.
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Chapter 3

Concept

The treatment of patients is a certified process and requires a special proce-
dure of experimental processes. In order to keep the implementation effort
minimal, the intervention into the treatment process should be kept minimal.
It is important that the treatment routine is not disturbed by additional mea-
surements even if they increase their quality. This refers especially to the
experimental setup concerning positioning (e.g. space for the detector or ex-
tra experimental components in the beamline) as well as the procedure of data
acquisition and the design. The experimental setup for the acquisition of PGT
data should be flexible, compact, and quickly positioned next to the patient
table at little effort.

Because of the limited measuring time per applied fraction during a pencil
beam treatment plan (one layer correlated to a fixed energy lasts a fraction of
a second [20]), a further challenge is to ensure the required statistic to get a
robust estimation of the desired structure parameters from the recorded data.
The application of an experimental system, which is based on digital data ac-
quisition, could allow to fulfill these requirements and is therefore investigated.
The present setup is intended for experiments under clinical conditions, e.g.
parasitic measurements during quality assurance.

3.1 Digital Pulse Processing

One possible alternative to analog pulse shaping techniques, which are of-
ten quite hardware-complex and expensive, is the digital processing of pulses.
Nowadays, the ongoing development in high speed analog-to-digital converter
(ADC) provides a more precise conversion of an analog pulse from a detector
signal into a sequence of digital samples along the pulse. Present ADCs deliver
a long sequence of samples with sampling rates in the range of several hundred
mega samples per second as well as high processing rates. This ensures a high
granularity of the recorded waveform in the range of nano seconds. In order
to apply pulse shaping to a signal it is an advantage to be able to set the
shaping parameters during run time. These can be easily changed for shaping
or filtering the pulse, which encodes the pulse information as a digital string
of numbers, by basic mathematic operations. In opposition to analog process-
ing the subsequent processing of digitalized data is less complex in terms of
hardware.

If a fast timing information is important, digital systems are in principle lim-
ited in timing accuracy to the nearest period of the samples points. A high
sampling frequency allows a more precise determination of the pulse timestamp
[16]. In order to increase the timing resolution a special software algorithm
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can be used for analyzing the recorded pulse shape. Oune possibility (CFD-
triggering) is described in section 2.6.1.

The most critical and complicated step in digital data acquisition is to convert
the analog signal in discrete data samples, by receiving the waveform of the
incoming signal as well as possible.

Each value of a data sample is proportional to a differential input voltage and
is read out by a fixed clock frequency in constant intervals. In the later de-
scribed experimental setup, a 12 bit digitizer with a maximum sampling rate
of 250 MS/s transfers the analog waveform in sample points with a distance of
4ns in a co-domain of 4096 voltage values [21]. In the last experiment a 14 bit
digitizer with a sampling rate of 500 MS/s was used.

To extract the nature of the detected event including the particle type, anal-
ysis of the detailed shape and the time profile is necessary. In any case, this
is always a compromise between the complexity and the performance of the
analyzing algorithm, caused by real time analysis at high counting rates, which
is limited through the time between the signal pulses.

In the case of very fast consecutive pulses, it is in principle possible to include
pile up events through the analysis of the pulse shape by separating the differ-
ent components of the superposed signals. Nevertheless, the processing time
of this pile up analysis is quite long and not a standard routine in spectroscopy
systems, where the pulse analysis is carried out in real time.

The sample points between the pulses are used for baseline restoration [16].
The firmware algorithm of the digitizer calculates continuously the baseline
inside a moving window from a fixed number of points, which can be set in the
software. The difference between the baseline and the input signal is compared
with the trigger threshold. If there is a surpass it is triggered. The baseline
is then frozen to the end of the maximum value between the start of the in-
tegration gate (long gate, short gate) and the trigger hold off. After that, the
baseline restarts again its calculations. The main parameter which can be set
in the software directly before the data acquisition are shown in figure 3.1 [21].
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Figure 3.1: Illustration of a sampled waveform with the most important
software parameters for one acquisition window.
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The current experimental setup for a bunch monitoring system is shown in
figure 3.2 and consists of a CAEN desktop digitizer (DT5720/DT5730), a self-
built phoswich detector, a CAEN high voltage (HV) module DT5330 and a

compact computer.

Figure 3.2: The experimental setup of a phase bunch monitor system:
The phoswich detector is connected to a CAEN Digitizer, which records
the waveform of the incoming signal and transfers the digital list mode
data to the computer. The CAEN HV-module DT5330 supplies the pho-
tomultiplier tube (Photonis XP2972) of the detector.

The detector, deployed for proton scattering experiments, has a dimension of
appro