
Performance of the
Demonstrator System

of the future
ATLAS LAr Calorimeter

Trigger Readout

MASTERARBEIT

zur Erlangung des akademischen Grades

Master of Science

vorgelegt von

Anne-Sophie Reimer

geboren am 08. März 1993 in Zittau

der

TECHNISCHEN UNIVERSITÄT DRESDEN

INSTITUT FÜR KERN- UND TEILCHENPHYSIK
FACHRICHTUNG PHYSIK

FAKULTÄT MATHEMATIK UND NATURWISSENSCHAFTEN

2018



ii



Eingereicht am 05. Juli 2018

1. Gutachter: Prof. Dr. Arno Straessner
2. Gutachter: Prof. Dr. Frank Siegert

iii



iv



Abstract

In 2020, the luminosity of the Large Hadron Collider (LHC) will be more than twice
as high compared to the design luminosity. This will lead to an increase of QCD jet
background misidentified as high-momentum leptons and photons. However, the
trigger system selecting those leptons and photons preferentially, is limited in its
bandwidth. This requires an improvement, especially of the Level-1 trigger system.
The aim is to record interesting physics events with low transverse energy threshold.
Therefore new, so-called super cells shall be read out in the LAr calorimeters. They
will have an increased granularity compared to the current trigger readout. Thereby,
longitudinal and transverse measurements of the shower shape of a particle will be
possible. In parallel to the regular ATLAS main readout, super cell signals were already
recorded by a demonstrator system in 2017. By analysing these data, the future shower
shape variables are examined and their functionality in the differentiation of electrons
and hadronic jets are explored.

Within this thesis, data of the demonstrator readout and the ATLAS main readout are
compared. Reconstructed super cell energies will be analysed and different shower
shape variables for both readout systems will be investigated. Also, different analyses
of pile-up of the demonstrator data are described. Additionally, problems occurring
during data taking of the demonstrator system are explained.

Kurzdarstellung

Im Jahr 2020 soll sich die Luminosität des Large Hadron Collider (LHC) im Vergleich
zur Design-Luminosität mehr als verdoppeln, was zu einem Anstieg von fälschlich
indentifizierten hochenergetischen Leptonen und Photonen aufgrund des erhöhten
QCD jet Untergrunds führen könnte. Da das Triggersystem, welches bevorzugt jene
Leptonen und Photonen auswählen soll, in seiner Bandbreite jedoch beschränkt ist,
erfordert dies eine Verbesserung insbesondere des Level-1-Triggers. Um physikalisch
interessante Ereignisse auch mit niedriger Transversalenergieschwelle aufzeichnen
zu können, sollen in den LAr-Kalorimetern sogenannte Superzellen ausgelesen wer-
den, die im Vergleich zur bisherigen Auslese eine feinere Segmentierung besitzen.
Dadurch wird die Messung der Schauerform eines Teilchens in longitudinaler sowie
transversaler Richtung möglich. Parallel zur regulären ATLAS-Datennahme im Jahr
2017 wurden in einem Demonstrationsaufbau Superzellen-Signale aufgezeichnet.
Durch die Analyse der aufgezeichneten Daten können Untersuchungen zu den in
Zukunft verwendeten Schauerprofilvariablen und zu deren Funktionalität bei der
Unterscheidung zwischen Elektronen und hadronischen Jets gemacht werden.
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In dieser Arbeit werden die vom Demonstrationsaufbau aufgenommenen Daten mit
denen der regulären ATLAS-Datenaufnahme verglichen. Dabei werden rekonstru-
ierte Superzell-Energien betrachtet sowie verschiedene Schauerprofilvariablen für
beide Auslesesysteme untersucht und Analysen zu Pile-up anhand der Daten des
Demonstrationsaufbaus angestellt. Außerdem werden aufgetretene Probleme bei der
Datennahme des Demonstrationsaufbaus beschrieben.
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1. Introduction

Our understanding of the fundamental structure of matter has developed enormously
since the foundation of quantum mechanics in the 1930s. The perception of baryons
consisting of quarks, the discovery of the positron as an anti-particle, and the dis-
covery of neutrinos are just some of the milestones that have to be mentioned. The
Standard Model (SM) [1] is a model of particle physics which describes our achieved
understanding of matter very successfully. Nevertheless, there are still questions that
could not be answered yet [2]. What are dark matter and dark energy, which make
95 % of our universe? Why do the particles, that we call fundamental by now, have
such widely differing masses? What happened at the "big bang"?

The experiments at the LHC aim to get answers to these questions [3]. The LHC with its
diameter of 27 km is the largest circular particle accelerator in the world. Here, protons
are accelerated and brought to collision, to produce conditions that existed right after
the "big bang". At the ATLAS experiment [4], parameters of the SM are matter of
research. It is the largest detector at the LHC and a general-purpose experiment. One
of its aims is to search for new physics.

In order to gain enough statistics for rare processes in a reasonable time, the beam
intensity of the LHC is increased. For this reason, the LHC is subjected several changes
and all the detectors have to ensure that data taking is still possible. This requires
trigger systems which can cope with high effective collision rates.

This thesis deals with the future Level-1 trigger readout of the electromagnetic calorime-
ter of the ATLAS detector. The aim is to improve the readout in a way, that recording
physical interesting events is still possible with low transverse energy threshold. For
that reason, the readout is supposed to get a higher granularity. Therewith, the shower
of a particle entering the detector part can be quantified via so-called shower shape
variables and information for decision making will improve significantly. In order
to examine the future readout, a demonstrator system was installed at the ATLAS
detector. In this thesis the readout of the demonstrator was examined and studies
about shower shape variables were done.

Due to the increase of the luminosity of the LHC, the average number of interactions
raises. This causes an increase of the probability of superposition of signals. Therefore,
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1. Introduction

another object of investigation was signal pile-up in the calorimeter.

Chapter 2 describes the fundamental principles of the SM and important parameters
of proton-proton colliders. In chapter 3 the LHC, its upgrade plans and the ATLAS
detector will be explained. Also a description of the trigger system and the demon-
strator are given. The data used for this thesis, their properties and difficulties are
described in chapter 4. In chapter 5 the distributions of shower shape variables are dis-
cussed for the data of the demonstrator and compared to the data of the ATLAS main
readout. Chapter 6 covers pile-up studies with the demonstrator readout. Chapter 7
summarizes the studies of this thesis and gives an outlook.
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2. Physical Principles

2.1. The Standard Model

The SM [1] is the most successful model to describe our present understanding of
how fundamental particles and three of the four known forces are related to each
other. It was developed in the 1970s and describes the electromagnetic, weak and
strong interactions; the gravitational force is not included. It is based on the symmetry
groups SU (3)C ×SU (2)L ×U (1)Y and it has three conserved quantities. They are called
color charge C , hyper charge Y and weak isospin T3. By demanding invariance under
local gauge transformations additional gauge fields are introduced. Their excitations
are described as gauge bosons, which transmit the electro-weak and strong forces.

Each force has at least one gauge boson as force-carrier particle, which all have spin 1.
For the strong force, whose symmetry group is SU (3)C , there are eight different gluons,
which are massless and carry a pair of color charge (red, green, blue) and anticolor
charge (antired, antigreen, antiblue). The range of the strong force is short due to self
interaction of gluons.

The symmetry group of the electroweak interaction is SU (2)L×U (1)Y . Electromagnetic
interactions proceed via photons, which are massless and chargeless. Their range is
infinite. The weak force has three force-carriers: the W+, W− and Z0. Because they all
have a high mass of 80−90 GeV, the range of the weak force is comparatively short.

The two types of elementary particles, quarks and leptons, consist of six particles
each, which are arranged in pairs, or "generations" (see also figure 2.1). Quarks and
leptons are fermions, which means that they have a half-integer spin and obey the
Pauli exclusion principle. Quarks interact via all three forces whereas the three charged
leptons - electron, muon and tau - do only interact electromagnetically and weakly.
The three neutrinos are electrically neutral and interact only weakly.

Quarks do not occur single but as a pair of two (meson) or three (baryon). These
so-called hadrons are colorless. The underlying effect is called confinement and is
caused by the strong force whose strength increases with the distance of two quarks.
When the distance is too large, a quark-antiquark pair emerges from the vacuum,
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2. Physical Principles

Figure 2.1.: Standard Model of elementary particles [5].

which each bind to one of the initial quarks. This effect is called hadronization and
means that quarks are always in a bound, color neutral state. Gluons also do not
occur singly. They are always situated in a bound state with at least two quarks. For
this reason, cones of hadrons emerge at collisions in particle accelerators. They arise
from quarks or gluons which are drifting apart. These particle formations give rise to
hadronic jets [6].

A comparatively "new" particle of the SM is the Higgs boson [7, 8]. It is a so-called
scalar boson and is an excitation of the Higgs field. Masses of gauge bosons, quarks
and leptons are due to their coupling to the Higgs field [9].

Although the SM is very successful, there are still a lot of open issues. The gravitational
force is omitted in the theory. Also questions, why there are three generations of quarks
and leptons with such a wide-ranging mass scale or how dark matter and dark energy
can be described, are not answered by the SM [1, 2]. In order to get more answers
for these and many other questions, further experiments are needed to explore the
physics beyond the SM [6].
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2.2. Collider physics

2.2. Collider physics

Particle colliders are a very useful way to analyze elementary particle physics. Acceler-
ated particles are of the simpliest kind: electrons, positrons or quarks within protons
and antiprotons. At the Large Hadron Collider (LHC) protons (and also heavy ions)
are brought to collision. Their collision products provide information about interme-
diately generated particles with high masses. Some important collider parameters will
be introduced below.

Center-of-Mass Energy

A very important collider parameter is the center-of-mass energy
p

s. It describes
the energy which is available in the collision [10]. In the case of colliding beam
experiments it can be derived by:

p
s =

√√√√√√√√



E
px

py

pz

+


E

−px

−py

−pz




2

=

√√√√√√√√


2E
0
0
0


2

=
√

4E 2 = 2E . (2.1)

Figure 2.2 shows a simulation of a proton-proton (pp) collision. Protons are no ele-
mentary particles but consist of quarks and gluons. So at a collision these so-called
partons collide. From their interactions a variety of particles emerges. Therefore, for
parton collisions the reduced center-of-mass energy

p
ŝ is an important parameter:

ŝ = x1x2s with 0 ≤ xi ≤ 1, (2.2)

where x1,2 are the fractions of momentum for the two colliding partons. For the
production of particles with mass M , it is

M 2 = ŝ (2.3)

at lowest order.

Luminosity

An expression for the probability that a certain process occurs is the cross section σ.
Therewith we can get the mean number of events N that happen in a time interval
d t :

d N

d t
=Lσ. (2.4)
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2. Physical Principles

Figure 2.2.: Sherpa collision simulation. Different particles emerge from the
initial pp scattering. The "hard" part of scattering is shown in red. Parton
showers produce Bremsstrahlung (blue). Multiple "secondary" interactions
(purple) and hadronized QCD partons (green) are displayed. Also, unstable
hadron decay (dark green) and QED Bremsstrahlung (yellow) are shown.

L is a proportionality factor and is called instantaneous luminosity. It is an important
parameter of particle collider characterization. The integrated Luminosity L describes
the number of collisions which take place in a certain time t .

L =
∫

L (t )d t . (2.5)

For the LHC, the instantaneous luminosity can be derived by:

L = nb fnn1n2

2πσxσy
F, (2.6)

where nb is the number of proton bunches per beam, fn is the collision frequency of
the accelerator, n1,2 contain the number of protons per bunch, σx,y is the horizontal
and vertical expansion of the beam and F is the geometric luminosity reduction factor

6



2.3. Interaction of Particles with Matter

due to the crossing angle at the interaction point. The design luminosity of the LHC
was 1034 cm-2s-1, which was exceeded in 2017 [11].

Figure 2.3 shows the production cross section of different SM processes. The dif-
ferences in the cross section reach several orders of magnitudes. The inelastic pp
scattering has a comparatively large production cross section, which leads to so-called
"pile-up" events that are overlayed to interesting physics events like pp → H (+X). To
increase statistics for finding rare processes at particle colliders, it is desired to have a
high luminosity [12, 13].

pp
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Standard Model Total Production Cross Section Measurements

Figure 2.3.: Summary plot of several SM total production cross section mea-
surements and the corresponding theoretical expectations [14].

2.3. Interaction of Particles with Matter

At pp-collisions a vast variety of particles can emerge. Depending on the achieved
center-of-mass energy in the collider, also heavy particles like Z 0, W ± or Higgs bosons
can occur. Even though these particles are existing too short to detect them directly,
their decay products like for example photons, electrons, muons, taus and hadronic
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2. Physical Principles

jets can be measured. For some selected particles their interaction mechanisms with
matter will be described below.

Electrons and photons interact electromagnetically. At high energies, electrons do
Bremsstrahlung, where photons are emitted. Electrons with low energy primarily
scatter with the atoms in the detector material and ionize or excite these (see figure 2.4).
High energy photons produce electron-positron pairs. The emerging positrons loose
their energy by scattering with the detector material and finally recombine with an
electron which results in two photons with an energy of 511 keV. Photons with low
energies do Compton scattering and interact via the photoelectric effect (see figure 2.5).
Both particle types build electromagnetic showers in the calorimeter material of a
detector, which result from the alternating formation of electrons and photons [15].
Figure 2.6 illustrates this process.

Figure 2.4.: Energy loss per radiation length of electrons in lead [16], which is
the main absorbing material in the barrel and endcap region of the ATLAS
LAr calorimeters.
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2.3. Interaction of Particles with Matter

Jets interact hadronically. Entering the detector material a spectrum of secondary
particles emerges, which have a vast variety of interactions. The interaction processes
are mainly inelastic interactions with nuclei and their description is very complex
[18]. Pions are the most common interaction results. Neutral pions decay to pairs
of photons and cause electromagnetic showers within the absorbed jet. This is one
reason, why hadronic particles always deposit energy also in the electromagnetic part
of a calorimeter.

Figure 2.5.: Attenuation of photons in lead [17], which is the main absorbing
material in the barrel and endcap region of the ATLAS LAr calorimeters.
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γ γ 
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Figure 2.6.: Illustration of the shower formation of a photon.
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3.1. The Large Hadron Collider

The Large Hadron Collider (LHC) at CERN is a pp (or heavy ion) collider and the
biggest particle accelerator in the world. It is located in a 27 km tunnel at a depth
between 45m and 170m on the French-Swiss border, near Geneva. There are two sep-
arate beam pipes in which protons or heavy ions are accelerated in opposite directions
and four points where they are brought to collision. The detectors A Toroidal LHC
ApparatuS (ATLAS) [4], Compact Muon Solenoid (CMS) [19], Large Hadron Collider
beauty (LHCb) [20] and A Large Ion Collider Experiment (ALICE) [21] are located at
these points. Figure 3.1 shows a scheme of the CERN complex with the LHC and the
various preaccelerators [3].

3.1.1. Operation of the proton-proton-collider

The LHC was designed for reaching a maximum centre-of-mass energy for pp-collisions
of

p
s = 14TeV with an energy of 7TeV per beam. The accelerated protons are kept

on their tracks by 1232 superconducting dipole magnets, which generate magnetic
fields up to 8.3T and need to be cooled to 2K [3]. The beam pipes need to be highly
evacuated, since the protons would scatter with the gas molecules. 16 radio-frequency
cavities accelerate the protons. Electromagnetic fields are used to create a resonance
in which the charged protons feel an accelerating force. Therefore, the beam is not
filled continuously but with bunches of protons [23]. A further structure of the proton
bunches is introduced by the kicker magnets, which transport the beam from one
accelerator to the next one until the beam is injected into the LHC.

11



3. The Experiment

Figure 3.1.: Scheme of the CERN complex. Preaccelerators and detectors of
the LHC are displayed [22].

Bunch Trains

At the LHC, the bunch crossing rate is 40MHz, which means that every 25ns bunches
cross. There are 3564 possible bunches in the LHC, which are identified by the so-
called Bunch Crossing Identification (BCID) number. Bunches do not have to be filled,
they can also be empty. The LHC has different filling schemes of its bunches. A group
of filled bunches is called bunch train and usually consists of 72 filled bunches. An
example of such a scheme for the ATLAS detector is displayed in figure 3.2. As can be
seen, there are different settings for a Bunch Crossing (BC). The two crossing bunches
can be:

• "paired": both beams are filled with protons

• "unpaired": just one beam is filled with protons

• "empty": neither beam is filled.

12



3.1. The Large Hadron Collider

Figure 3.2.: Bunch group set for the LHC [25]. Red bars display BCs fulfilling
the criteria listed on the left.

Also there exist additional defined crossings for special purposes [24].

Pile-up

Every 25 ns, bunches with up to 1.15×1011 protons per bunch cross at the LHC. So,
when several protons collide at one BC, interaction products of different particle
collisions can cause signals in the detector. This can result in the superposition of two
signals of different collisions, which is called pile-up. There are three different types of
pile-up.

Event pile-up describes events, where the particle collision of interest is accompanied
by further particle collisions at the same BC. The overlayed collision may deposit
energy in the same readout channel. In-time pile-up means the superposition of
signals of different pp-interactions within the same BC. Here, the energy deposition
takes place in the same readout channel, so that the energies of the different particles
cannot be differentiated easily. The superposition of signals from different BCs is
called out-of-time pile-up. Here, additional pp-collisions occur in BCs right before or
after the collision of interest. Since a signal pulse exceeds the time interval between
two BCs, this leads to overlayed signals [26].

13
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3.1.2. Upgrade Plans

In figure 3.3 the timeline of the LHC is displayed. For developing and extending
the physics program, during the phases of shutdown, the LHC is subjected several
changes, whereas during the runs, new data is collected [28].

• Run 1: During the first run period of the LHC, data taking was very successful.
75 % of the design luminosity was achieved and a center-of-mass energy of 8TeV.
The average number of interactions per BC was 〈µ〉 ∼ 20.

• Long Shutdown 1 (LS1): In 2013 to 2015 in terms of the Phase-0 upgrade, ma-
chine elements such as magnet splices were repaired. Also the collimation
scheme was upgraded in order to reach design luminosity and energy.

• Run 2: In 2016 the LHC reached its design peak luminosity of L = 1034 cm-2s-1

and a collision energy of 13TeV.

• Long Shutdown 2 (LS2): The Phase-1 upgrade includes improvements of the
preaccelerators and injector complex, and the insertion of new cryogenic plants.
This is expected to double the luminosity compared to Run 2.

• Run 3: In this period, the instantaneous luminosity will be expected to increase
twofold to threefold compared to nominal. This will lead to an annual integrated
luminosity of ∼ 300fb−1. The average number of interactions per BC is expected
to be 〈µ〉 ∼ 60.

Figure 3.3.: Overview of upgrade plans of the LHC in the period from 2011 to
2026. Data is collected during the runs. In the period of long shutdown (LS)
improvements for the accelerator and detectors are done [27].

14



3.2. The ATLAS-Detector

• Long Shutdown 3 (LS3): In 2024 to 2026 the LHC will be prepared to reach a
nominal Luminosity of L = 5∗1034 cm-2s-1.

• HL-LHC: From 2026 for the High Luminosity LHC, an annual integrated lumi-
nosity of 250fb-1 is planned.

3.2. The ATLAS-Detector

The ATLAS experiment is a general-purpose particle physics experiment. Its main
purposes are precision measurements of SM parameters and the search for physics
beyond the SM [29]. To understand the huge mass differences of the SM particles
within the Higgs mechanism is one important subject of interest. The verification of
the Higgs boson in 2012 was a landmark in this context [7].

3.2.1. Structure of the Detector

The ATLAS detector has a spherical structure around the interaction point, where the
protons of the two beam pipes are brought to collision. With its weight of 7000 tons
and dimensions of 25m × 25m × 44m, it is the largest detector of the four main LHC
experiments. Three major parts characterize it. As seen in figure 3.4, these are the
inner detector, the calorimeters and the muon spectrometers [4].

Inner Detector

The inner detector is the part that lies closest to the interaction point. It begins a few
centimeters from the beam axis and extends to a radius of 1.2 meters. A magnetic field,
created by a solenoid magnet, penetrates the detector and causes charged particle
tracks to curve. Their interactions with the material make it possible to track them and
to reconstruct their trajectory. Information on charge and momentum of the particle
can thus be measured.
The inner detector has three parts. The innermost is the Pixel Detector, then a Semi-
Conductor Tracker follows and the Transition Radiation Tracker (TRT) builds the
outermost component.
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Calorimeters

Beyond the inner detector, the calorimeters are situated. The electromagnetic calorime-
ter lies innermost, the hadronic calorimeter outermost. Both serve for absorbing
particles and by that for the reconstruction of their energies. Whereas the electromag-
netic calorimeter absorbs particles that interact electromagnetically, the hadronic
calorimeter does the same with particles that interact via the strong force.

Muon Spectrometer

The Muon Spectrometer is a tracking system for muons. Superconducting toroid
magnets cause particle tracks to be bent so that their momenta can be measured. It
consists of separate trigger and high-precision tracking chambers.

Figure 3.5 shows the tracks of common particles. Due to their various properties
and interaction mechanisms, one can distinguish different particle types. Whereas
charged particles like electrons and muons deposit parts of their energy along the
whole track, for example photons are not visible until they reach the electromagnetic
calorimeter.

Figure 3.4.: Structure of the ATLAS detector [30].
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Figure 3.5.: Illustration of tracking particles in the ATLAS detector [31].

Coordinate system

To determine the positions and directions of particle tracks and detector elements,
ATLAS uses a right-handed coordinate system with its origin in the interaction point.
The x-axis points to the center of the LHC, the y-axis points up and the z-axis points
along the beam pipe anti-clockwise.

Since the detector is spherical, it has turned out that spherical coordinates are more
useful. The azimuthal angle φ is measured in the x-y plane around the beam axis
proceeding from the x-axis. The polar angle θ proceeds from the beam axis and is
converted to the pseudorapidity

η=− ln(tan(θ/2)). (3.1)

Differences in η are Lorentz invariant under boosts along the y-axis and therefore, in
case of pp collisions, where partons are responsible for the hard scattering, it is more
useful than θ [4].

The angular distance between two detector points can then be calculated by

∆R =
√

(∆η)2 + (∆φ)2. (3.2)
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Transverse Variables

Since protons are no elementary particles, their partons collide when the former are
brought to collision. The interaction point of the partons and their rest frame is not
known a priori (but can be reconstructed in certain cases). Therefore, it is not possible
to know the initial energy that contributed to the reaction. This is the reason, why
transverse variables are introduced. They are defined in the x-y-plane transverse to
the beam axis. The assumption is, that the momentum of the protons transverse to
the beamline is zero. Thus, the sum of the transverse momentum of the particles,
which are produced by the reaction, must be zero as well because of momentum
conservation. If there is a strong deviation from zero, there has been a particle that
has not been detected [32].

The transverse momentum is Lorentz-invariant under shifts along the beam axis and
derived by:

pT =
√

p2
x +p2

y = |~p| · sinθ. (3.3)

The transverse energy is

ET = E · sinθ. (3.4)

Another important variable is the missing transverse energy E mi ss
T . It is the energy

that is not deposited in the detector, i.e. from the particles that do not interact with
the detector material, e.g. neutrinos. The E mi ss

T is calculated from the energy flow of
all other detected particles:

~E mi ss
T =∑

n

(
ET ×cosφn

ET × sinφn

)
=

(
Ex,n

Ey,n

)
,

E mi ss
T = |~E mi ss

T | =
√(∑

n
Ex,n

)2

+
(∑

n
Ey,n

)2

.

(3.5)

3.2.2. The Trigger System

During Run 2 the ATLAS detector has a maximal data recording rate of 1kHz. Since the
collision rate is 40MHz, a trigger system is necessary. For this purpose, ATLAS uses a
two stage trigger system [4].

The first trigger stage is the Level-1 (L1) trigger. It is based on hardware and takes data
from the calorimeters and muon chambers. If an event can pass, a Level-1 accept
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3.3. The Liquid Argon Calorimeter

(L1A) signal is released together with the Region of Interest (ROI) of the interesting
event. In the L1 buffer, the detector information is retained, until the event is accepted
via the L1A. If this happens, the data are transferred to the Readout Drivers (ROD)s
and further to the Data Acquisition (DAQ) system. Here, they are stored in local buffers.
The maximum L1A rate, which the detector readout systems can cope with, is 100kHz.
The latency limit is ≈ 2.5µs [33, 34].

The second trigger stage is the so-called High Level Trigger (HLT). It is a software sys-
tem with a Level-2 (L2) and Event Filter stage. The L2 trigger partially reconstructs the
event based on the ROI. In the Event Filter, data based on the full detector resolution
are processed in regions selected by the L2. Also data of the tracking system are used.
It makes the final trigger decision. For the HLT the maximum trigger rate is 1KHz with
a processing time of 300ms [34].

With increasing trigger level it takes more time to make a trigger decision because of
algorithms getting more complicated. If a trigger accepted an event, information that
were gained are transferred to the next trigger step and further investigations take
place. If after all three trigger steps the event stays interesting, the buffered data in the
DAQ system are moved to the permanent storage at the CERN computer centre [4].

3.3. The Liquid Argon Calorimeter

Figure 3.6 shows a sketch of the Liquid Argon (LAr) Electromagnetic (EM) calorimeter
[35] of the ATLAS detector. The calorimetry system covers a region within |η| < 4.9 for
energy deposition and consists of different parts which are all symmetrical in φ. In
order to measure the energy of a particle, it needs to be completely absorbed.

3.3.1. The Detector Structure

The ATLAS calorimeters are sampling calorimeters, which means that they consist of
layers with an absorbing material and layers with an active material. A particle that
reaches the absorbing material will interact with it, generate secondary particles and
slow down. This leads to a cascade of particles that builds a shower in the detector
material. LAr is used as active medium in the Electromagnetic Barrel Calorimeter
(EMB), Electromagnetic Endcap Calorimeter (EMEC), Hadronic Endcap Calorimeter
(HEC) and Forward Calorimeter (FCal). Secondary particles passing through the LAr
cause ionized argon atoms and electrons that drift to the electrodes and create a
signal.
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Figure 3.6.: LAr Calorimeter of the ATLAS detector [30].

Summing up the measured energy within the calorimeter cells will give the initial
energy of the particle using the known sampling fraction. The EMB will now be
described in more detail.

3.3.2. The Electromagnetic Barrel Calorimeter

The EMB is the part of the LAr calorimeter that is located centrally around the interac-
tion point within −1.475 < η< 1.475. Its absorbing material is lead.

As it can be seen in figure 3.7, the EMB is seperated into four layers: the presampler,
front, middle and back layer. The accordion geometry enables full φ coverage without
cracks in between the module edges [36]. The front layer has a very fine segmentation
in η direction. This makes it possible to divide between photons with a small angle
in between that originate from a pion decay or directly from the pp-collision. Since
the middle layer has the largest extent, here, the most energy is deposited. In the back
layer, the energy of the tail of an electromagnetic shower is deposited. Figure 3.7 also
shows the size of the elementary cells in the different parts of the EMB. For the data
acquisition readout each cell’s signal is read separately - in total 109 568 channels
[4].
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3.3. The Liquid Argon Calorimeter

Figure 3.7.: Scheme of the structure of the EMB for |η| = 0 [35]. There are
four different layers which have different granularity: the presampler (PS or
layer 0), the front layer (layer 1), the middle layer (layer 2) and the back layer
(layer 3). The expansion of the layers is displayed in terms of the radiation
length. Also the accordion geometry of the absorbing and active material is
visible.

3.3.3. Signal Processing within the ATLAS Main Readout

Signals coming from the calorimeter cells have a triangular form with a length of
300−600ns (see figure 3.8). The pulse heights are proportional to the energy deposits
of the particle, which caused the ionization in the calorimeter cells.

The Front End Boards (FEBs) receive these analogue signals, sample and digitize
them. First, the signal gets amplified and split into three gain scales with the ratio
1/10/100. Next, it is shaped in order to optimize the signal-to-noise ratio. This is done
by a CR-(RC)2 analogue filter, where the single differentiation step removes the long
tail from the signal and the two integrations limit the bandwidth, which serves for
noise reduction. The resulting signal has a bipolar shape with a shifted peak and an
undershoot of about 20 % of the peak amplitude (see figure 3.8). Next, the signal is
sampled by the Switched Capacitor Array (SCA) with 40MHz, which is the LHC bunch
crossing frequency, and stored until the L1 trigger makes its decision.

If the L1 trigger accepted the event, the signal is digitized by a 12 bit Analog-to-Digital
Converter (ADC). Four samples per channel and the optimal gain scale are read out
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Figure 3.8.: The triangular detector pulse of an elementary cell in the LAr EMB
is displayed. The signal is shaped and the resulting characteristic bi-polar
form is sampled every 25 ns [4].

and sent to the Readout Drivers (RODs) at the back end electronics via an optical link.
For each calorimeter channel and each L1 trigger, the optimal readout gain is chosen
by a gain-selector chip. The required 16 bit precision for the whole energy range is
reached by the 12 bit digitization in combination with the gain selection procedure.

At the back end electronics, the ROD system, the trigger, timing and control (TTC) and
the L1 trigger receiver is located. At this point, data from the front-end electronics
are read, digitally processed and finally transmitted to the DAQ system. Each ROD
processes the signals of 1024 detector cells. This also includes the application of an
optimal filtering algorithm, which optimizes the signal-to noise ratio further. The
ROD boards calculate energy, time and quality of a detector pulse. These information
are sent to the DAQ, where the collection of data fragments and event-building is
performed. There, also recording takes place.

If an event was selected by the event filter, it is moved to the storage at the CERN
computer center. The event filter processing task classifies the events to the ATLAS-
defined data streams: electrons, muons, jets, photons, E mi ss

T , τ-leptons, and B-physics.
Depending on the stream classification, the event is recorded in one or more files
[4, 37].
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3.3.4. The Level-1 Trigger

The L1 trigger receives data from the calorimeter and the muon chambers, as already
mentioned. It consists of the Level-1 calorimeter trigger (L1Calo) trigger, the muon
trigger and the Central Trigger Processor (CTP). Figure 3.9 shows a scheme of the L1
trigger. Object of study are muons, electrons, photons, jets, and τ-leptons decaying
into hadrons with high transverse momentum, or large missing or total transverse
energy [4].

Whereas the L1 muon trigger is based on signals from the muon trigger chambers,
the L1Calo consideres about 7000 so-called Trigger Towers (TTs) from the EM and
hadronic calorimeters. For TTs, the energy is summed up over all calorimeter cells in
an area of ∆η×∆φ= 0.1×0.1 and over all layers. The trigger decision and L1A is made
by the CTP which combines all the information from the L1Calo trigger and the muon
trigger, and decides based on so-called trigger menus. These are programmed with up
to 256 distinct trigger items, which include different combinations of required input
data [4, 38].

Calorimeter triggers
missEM Jet ET
ET

µ

Muon trigger

Detector front-ends L2 trigger

Central trigger
processor

Timing, trigger and
control distribution

Calorimeters Muon detectors

DAQ

L1 trigger

Regions-
of-Interest

Figure 3.9.: Block diagram of the L1 trigger [4].
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The L1Calo has three subsystems: the Pre-Processor (PP), the Cluster Processor (CP)
and the Jet/Energy-sum Processor (JEP). The PP digitizes the analogue input signals
and associates them with their BC. Then, data are transferred to the CP and the JEP in
parallel. At the CP, electron, photon, and τ-lepton candidates with a transverse energy
above a certain threshold and fulfilling isolation criteria are identified. At the JEP, it is
searched for jets and global sums are produced to find missing transverse energy. Both
processors use so-called sliding-window filter algorithms, which do feature searches
on overlapping, sliding clusters of summed TTs. These information are transmitted to
the CTP.

3.4. Upgrade of the LAr Calorimeter Trigger

System

For the future operation of the ATLAS detector in Run 3, up to 〈µ〉 = 60 pile-up events
with an instantaneous luminosity of 3×1034 cm−2s−1 are expected. During Run 1 the
peak number of pile-up events was 〈µ〉 ∼ 20. Due to the constraints in granularity,
bandwidth and latency at the L1 trigger, an increase in trigger thresholds would be
necessary to cope with this. The ATLAS readout dead time leads to a limited event
rate at the L1 trigger of 100kHz. Since interesting events with energies beyond the
threshold would be discarded, the aim is to avoid an increase of the threshold of the
LAr calorimeter trigger to remain sensitive to physics at the electroweak energy scale
(pT = 20GeV) [36].

Therefore, a higher granularity trigger readout of the ATLAS LAr calorimeters is fore-
seen in the Phase-1 upgrade. Two new modules, the electromagnetic Feature Extractor
(eFEX) and the Jet Feature Extractor (jFEX) will be installed and will work in parallel
to the JEP and CP initially (see figure 3.10). The function of the eFEX is to search
for electron, photon and τ-lepton candidates. At the JEP jet, large-area τ, missing
transverse energy and the total energy are object of interest. For more information
see [39]. Because of the higher granularity readout, it is possible to use more complex
algorithms in order to identify particles. The use of so-called Shower Shape Variables
(SSVs) will be described in section 3.4.3.
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Figure 3.10.: Scheme of system architecture for the future L1 trigger during
Run 3 [39]. New components are shown in yellow and orange.

3.4.1. Trigger Electronics

To enhance the trigger feature extraction and background rejection is one goal of
the future system, that digitizes the detector signals. The readout will be divided
into 34000 so-called Super Cells (SCs), whose signals will be digitized at 40MHz with
a 12bit precision. The segmentation of the calorimeter trigger readout with SCs
compared to with TTs will therefore be increased by 10. The data is transferred via
optical links to a digital processing system, which will extract the energies of the SCs
[36]. During LS2 in 2018, new trigger readout electronics will be installed.

Figure 3.11 shows the readout electronics of the current (blue) and the future (red)
upgraded system.

In the current readout system for gaining the L1A, the signals of the calorimeter cells
are summed to form TTs and sent to the calorimeter trigger. Summing is done by
three systems: by the shaper chips, the Layer Sum Board (LSB) located on the FEB and
by the Tower Builder Board (TBB). The still analogue summed signal is passed on to
the trigger receivers. Here, gain differences among the channels are equalized. Finally
the signal is transferred to the L1Calo digitizer system and after the trigger decision is
made, the L1A signal is possibly sent [36].
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Figure 3.11.: Architecture of the future readout system of the LAr calorime-
ter [28]. New components of the readout are displayed in red.

In the upgraded system, instead of the TT signals, a new LSB will form SC signals
which are then transferred over the Front End Crate (FEC) to the new LAr Trigger
Digitizer Board (LTDB). The SC signals are transformed with a 12 bit ADC at 40 MHz
and sent to the back end electronics via optical fibers. At the LAr Digital Processing
System (LDPS) the deposited transverse energy of the particle shower is calculated,
assigned to the correct BC and sent to the L1A calorimeter system, where the L1A
signal is generated.

For Run 3 the previous analogue and upgraded digital system will work simultaneously.
This is why the new LSB and the new LTDB will both take part in performing the TTs.

3.4.2. Super Cells

In the following, the dimensions of the SCs will be described. Figure 3.12 visualizes
the translation from one TT consisting of 60 calorimeter cells to 10 SCs.
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Figure 3.12.: Geometrical expansion in η, φ of a TT and the corresponding SCs
in the EMB in the region of ∆η×∆φ= 0.1×0.1 [28]. For the current trigger
readout system with TTs, all elementary cells within this region are summed
over all the layers. For the future readout with SCs, different layers will be read
out separately and the granularity in the front and middle layer is enhanced.

The identification of an SC in the EMB can be done with three parameters - the layer l ,
iφ and iη:

iφ = int

(
φ

2π
·64

)
,

iη = int

(
η

∆η(l )

)
,

(3.6)

where ∆η(l ) can be found in table 3.1. The table also shows the dimensions of the SCs
in different layers, consisting of a certain number of elementary cells. In addition, the
side of the detector must be considered, since the EMB consists of two symmetrical
half-barrels, centered around the z-axis.

A recommended precise identification of an SC is the Supercell Identification (SC
ID). It is a 32bit number and includes information on iφ, iη, l , the detector side and
other detector parameters like identifications of the different calorimeter parts. The
identifications iφ and iη are preferred since φ and η include sagging effects which
occur due to the influence of gravitation on the 7 000 tons detector. In detail the SC
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Table 3.1.: Listing of the different granularities of TT, SC and elementary cell
readout in the LAr EMB. Listed are the the dimensions in terms of elementary
cells nη×nφ and ∆η×∆φ (Data from [28]).

Layer
Elementary Cell Trigger Tower Super Cell

∆η×∆φ nη×nφ ∆η×∆φ nη×nφ ∆η×∆φ
0 Presampler 0.025 × 0.1 4 × 1

0.1 × 0.1

4 × 1 0.1 × 0.1
1 Front Layer 0.003125 × 0.1 32 × 1 8 × 1 0.025 × 0.1
2 Middle Layer 0.025 × 0.025 4 × 4 1 × 4 0.025 × 0.1
3 Back Layer 0.05 × 0.025 2 × 4 2 × 4 0.1 × 0.1

ID bits decode the identifiers listed in table 3.2. For more information on the readout
identifiers see [40].

Figure 3.13 visualizes the difference in the readout of the former trigger system (figure
3.13(a)) and the future one (figure 3.13(b)) for the same event. The TT based readout
detects a deposited transverse energy of 70GeV in one TT. In contrast with that, the
SC based readout provides the shape of the shower of the particle. Since electrons and
jets have slight differences in their shower shapes, by quantifying these, it is possible
to distinguish between them. The much finer granularity due to the finer quantiza-
tion scale and additional informations in the calorimeter longitudinal layer makes it
possible to achieve this by using SSVs.

(a) Readout with TTs (b) Readout with SCs

Figure 3.13.: 70GeV electron shower in the LAr calorimeter read out by the TT
based trigger readout (a) and by the SC based readout (b) [28]. Whereas in a)
by reading out TT one can only learn the transverse energy, in b) we can see
the shower shape of the particle.
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Table 3.2.: Decoding of the SC ID bits. The definition of the detector readout
identifiers is used in the ATLAS offline software [40].

Bits 23-31 21-22 15-20 9-14 1-8 0
Identifier LAr Calorimeter | LAr EM | barrel sampling (= l ) region iη iφ side

3.4.3. Shower Shape Variables

As seen before in section 3.1.2, the instantaneous luminosity expected in Run 3 will
be twice as high as the nominal luminosity. The trigger rates would increase to non
acceptable values if the low-pT thresholds, which are required by crucial physics
studies, will be maintained. This is unless new discriminating criteria, like SSVs are
introduced for the separation of electrons and photons from jets. Within this chapter
a description on the three SSVs Rη, f3 and ωη2 is given.

The SSV Rη deals with the transverse extend of a
shower. Since most energy of a shower is deposited
in the middle layer, this layer is the object of interest.
The transverse energy of an area of three times two
SCs around the so-called hottest cell, where most
energy was deposited, is summed up and divided
by a more extended area of seven times two:

Rη =
ET,∆η×∆φ=0.075×0.2

ET,∆η×∆φ=0.175×0.2
. (3.7)

Middle Layer

η

φ

𝑆𝐶ℎ𝑜𝑡

Figure 3.14.: Visualization
of the Rη calculation.

Figure 3.14 visualizes the calculation. The first step is to identify the hottest SC in
the middle layer. It builds the base of the summed areas. To decide, whether the two
summed areas expand into +φ or -φ-direction, the two SCs next to the hottest SC in
±φ-direction are examined. The SC, in which a higher energy deposition took place,
determines the location of the summed SCs. In the example, the neighboured SC in
+φ-direction was identified.

While electrons have a narrow shower shape, jets are spreading much more trans-
versely (and also longitudinally). This is reflected in the peak-like distribution at Rη = 1
of the electrons, shown in figure 3.17(a).
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Another shower shape variable is f3. It
takes the longitudinal expansion of the
shower into account. A region of two times
two SCs around the hottest SC in the back
layer is divided by the sum of the same re-
gion in the back layer, and an area of three
times two SCs in the front and middle layer,
which lie in front of the region in the back
layer. The expansion of the summed ar-
eas in φ-direction is determined the same
way as described above. The expansion in
η-direction in the back layer is decided by
the neighboured SCs in η-direction in the
middle layer. See also figure 3.15.

Middle Layer

Back Layer

Front Layer

η

φ

𝑆𝐶ℎ𝑜𝑡

Figure 3.15.: Visualization of the f3

calculation.

f3 is calculated by

f3 =
E (3)

T,∆η×∆φ=0.2×0.2

E (1)
T,∆η×∆φ=0.075×0.2 +E (2)

T,∆η×∆φ=0.075×0.2 +E (3)
T,∆η×∆φ=0.2×0.2

. (3.8)

Due to their interaction mechanisms jets deposit more energy in the back layer com-
pared to electrons. This is confirmed by the simulation in figure 3.17(b).

The third shower shape variable that is investigated
is ωη2. It also takes into account the transverse
shower expansion and represents a variance of the
energy distribution in the middle layer (see fig-
ure 3.16).
An electron shower is more concentrated and de-
fined than a jet shower. Therefore, the distribution
for electrons is narrower than for jets. Additionally
the mean value is smaller for electrons (see figure
3.17(c)).

Middle Layer

η

φ

𝑆𝐶ℎ𝑜𝑡

Figure 3.16.: Visualization
of the ωη2 calculation.

ωη2 =

√√√√√∑
(E (2)

T ×η2)∆η×∆φ=0.075×0.2

E (2)
T,∆η×∆φ=0.075×0.2

−
∑

(E (2)
T ×η)∆η×∆φ=0.075×0.2

E (2)
T,∆η×∆φ=0.075×0.2

2

(3.9)
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Figure 3.17.: Three different SSV that will be used for the calorimeter trigger
[28].

31



3. The Experiment

3.4.4. The Demonstrator

In order to exercise the future higher granularity trigger readout of the ATLAS LAr
calorimeters, a demonstrator system was installed during LS1. Figure 3.18 shows
the region, where the demonstrator system takes data. It covers an area of
1.767 <φ< 2.160,0 < η< 1.4 and includes a FEC which has been equipped with a
non-radiation hard version of the electronics, that is foreseen for the Phase-1 upgrade
[36].

The first aim was to validate that the demonstrator does not disturb or add noise to
the current readout system. Another purpose was to gain experience on the SC pulse
shapes and timing during Run 2.

The demonstrator setup consists of a front end part and a back end part. The front
end electronics contains new LSBs, two backplanes and two LTDBs which are named
after their place of manufacture, the Brookhaven National Laboratory (BNL) and the
Laboratoire de l’accélérateur linéaire, Université Paris Saclay (LAL/Saclay). The LTDBs
care for maintaining the old TT-based readout having at the same time the new Phase-
1 readout system, operational based on SCs. From the LSBs, the SC signal is passed on
to the LTDBs, where it is digitized with a granularity of 64 to 250MeV (least significant
bit) instead of 1GeV for the analog version. The LTDBs process up to 320 SC signals.
For the EMB these are 284 SCs. The digitization is done by 12 bit ADCs at 40MHz
[36].

Figure 3.18.: Display of the readout region of the demonstrator setup [41].
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The back end electronics contains a new LDPS which is called ATCA Board for a Base-
line of liquid argon Acquisition (ABBA). At this point, data are read out and recorded if
the demonstrator received a positive trigger signal. Four Field Programmable Gate
Arrays (FPGAs) are located on the two ABBA boards, which read out SCs of the EMB
of one specific iφ. These are iφ = 18,19,20,21. Since the Demonstrator cannot trigger
itself, it is triggered for data readout. For this purpose two separate trigger items
"L1-LAR-EM" and "L1-LAR-J" have been introduced to the trigger menu of the CTP.
Whereas the former requires a L1 electromagnetic cluster with ET > 20GeV, the second
trigger item requires a L1 Jet with ET > 100GeV.

More detailed information on the demonstrator system can be found in [42]. This
thesis refers to the demonstrator system from 2017.
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4. Analysed Data of the

Demonstrator System and the

ATLAS Main Readout

In order to assess the capability of the future high granularity SC readout for the
L1 trigger system, data from the demonstrator readout were analysed. To compare
the recorded information to expectation, data from the ATLAS main readout were
used in addition. This section describes the datasets of these two different readouts.
First, important data contents will be given for both readout systems. Moreover, the
classification of the particle type of an event is explained as well as the calculation of
the pulse peak sample and the energy reconstruction for the data of the demonstrator
readout. Finally, problems occurring with the demonstrator data are described.

4.1. Data Samples

Much information about a triggered event can be obtained from the ATLAS main
readout data, since it contain fully reconstructed events. For the demonstrator readout,
no event reconstruction takes place. Instead, entries in the demonstrator dataset only
contain raw data of sampled pulses, which were described in section 3.3.3, and need
to be transformed into cell energies. The following sections describe the data used,
their properties and content for the main readout and the demonstrator readout.

4.1.1. The ATLAS Main Readout

The datasets which were taken for the main readout are in Analysis Object Data format
(AOD). These contain offline reconstructed information on events. This means that
particle identification variables and kinematics are contained. They are created based
on so-called Event Summary Data (ESD), which include detailed reconstruction of
events and which are produced from raw data. A property of data in AOD format is

35



4. Analysed Data of the Demonstrator System and the ATLAS Main Readout

that it contains all necessary but reduced information on events. This decreases the
file size compared to ESD, and makes it easier and faster to process data. However,
this implies also, that there is reduced information on calorimeter cells. Only cells
close to the hottest calorimeter cell, which received most energy of the particle, are
contained [43].

As a first step, the datasets were converted into ROOT files and only the necessary
information was extracted. Some of the important variables are listed below:

• Run number: During periods of data collection, the run number is the identifi-
cation number of the recorded dataset.

• BCID: The Bunch Crossing Identification number is an integer between 0 and
3564. It identifies the crossing bunches in the LHC that caused the event. The
assignment takes place at the L1 trigger. Since one bunch in the LHC crosses
several times at the ATLAS detector during one run (at 11 kHz), this ID is not
unique.

• Level-1 Identification (L1ID): This 32 bit number is divided into the Event
Counter Reset Counter (ECRC) (first 8 bits) and the Event Counter (EC) (last
24 bits). With each L1A signal the event counter is increased. The ECRC is
broadcasted by the TTC system and resets the EC.

• Time stamp: There are two different time stamp variables for an event. The
first, often called "timeStamp" or "BCTime" marks the time in unix time, when
the event took place. Since this is very imprecise, the second variable, which is
called "timeStampNOffset" or "BCTimeNS", describes the event time offset to
the last full second in nanoseconds.

• Trigger Type (TType): includes information on the trigger. For its components,
see table 4.1.

• SC Et: includes the transverse energy in MeV of an SC.

• SC E: includes the energy in MeV of an SC.

• SC ID: is a 32 bit number and includes the position of the SC in the detector. See
also section 3.4.2.

• SC Eta: is the η-coordinate of the SC.

• SC Phi: describes the φ-coordinate of the SC.

• SC Sampling: identifies the layer (0 - presampler, 1 - front layer, 2 - middle layer,
3 - back layer) of the SC.
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4.1. Data Samples

• Variables on reconstructed particles: preliminary particle assignments with
information on their kinematics and event coordinates.

• Particle selection variables for electron, muon and photon.

Since there is only information on calorimeter cell energies in the AOD datasets, the
energy for an SC is calculated by summation of the corresponding calorimeter cell
energies. As there is a cut on the information for the calorimeter cells, SCs that lie on
the edges of an event might have underestimated energies. For minimizing the file
sizes, only information on SCs that lie within the demonstrator readout region are
available in the ROOT files. This includes SCs with iφ = 18,19,20,21 and iη = [0,55]
for the front and middle layer and SCs with iφ = 18,19,20,21 and iη = [0,13] for the
presampler and back layer.

The TType is an 8 bit number (see Table 4.1), which accompanies the L1A. Both are
distributed via the TTC signal. The TType encodes the trigger decision. Its bits are
based on several different L1 trigger items.

The first bits indicate, which subdetector caused the trigger to fire. "Random" and
"ZeroBias" events are randomly triggered events based on different algorithms [44].
The "Calorimeter" bit states whether the energy deposit in the calorimeter has caused
the trigger decision. When the 3rd bit is set, a muon was triggered at the corresponding
event. The most important bit in the analysis is the LAr demonstrator bit as it indicates
whether the demonstrator setup was triggered. The "FTK" bit is based on the Fast
Tracker (FTK) [45]. The FTK is an electronics system, which reconstructs tracks after
the L1 trigger decision. It gives early access to tracking information for the L2 trigger.
For example the FTK contributes to the selection of processes like H → ττ. The "ALFA"
bit arises from a sub-detector called Absolute Luminosity For ATLAS (ALFA) [46] that
is located 240 m from the interaction point. Aim of this detector is to measure elastic
pp-scattering and small angles in the Coulomb-Nuclear Interference (CNI) region. Bit
7 describes whether the ATLAS detector is running in physics mode, meaning that
pp-collisions are recorded. In calibration mode it will be unset. In the analysis of the
LAr demonstrator physics data it is thus at least required for bit 4 and 7 to be set.

Table 4.1.: 8 TType bits and their identification [42].
Sub-

trigger
physics ALFA FTK LAr

demonstrator
Muons Calorimeter Zero

Bias
Random

bit 7 6 5 4 3 2 1 0
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4. Analysed Data of the Demonstrator System and the ATLAS Main Readout

4.1.2. The Demonstrator Readout

The demonstrator readout stores raw data files in binary format. These are automati-
cally processed into ASCII and then ROOT files. The latter were used for data analysis
of this thesis and further descriptions refer to them. In addition to various information
on run and readout specific parameters, the following important variables are stored
in these files:

• BCID: The Bunch Crossing Identification number is an integer between 0 and
3564. It identifies the crossing bunches in the LHC that caused the event. The
assignment takes place at the L1 trigger. Since one bunch in the LHC crosses
several times at the ATLAS detector during one run (at 11 kHz), this ID is not
unique.

• L1ID: This 32 bit number is divided into the ECRC (first 8 bits) and the EC (last
24 bits). With each L1A signal the event counter is increased. The ECRC is
broadcasted by the TTC system and resets the EC.

• Time stamp: There are two different time stamp variables for an event. The
first, often called "timeStamp" or "BCTime" marks the time in unix time, when
the event took place. Since this is very imprecise, the second variable, which is
called "timeStampNOffset" or "BCTimeNS", describes the event time offset to
the last full second in nanoseconds.

• TType: includes information on the trigger. For its components, see table 4.1.

• SC Et: includes the transverse energy in MeV of an SC.

• Source ID: Identification of the ABBA FPGA board. Every FPGA board can be
related to an iφ slice of the demonstrator readout region (see table 4.2).

• ADC: A container with 50 ADC samples of the shaped calorimeter pulse for 160
SCs.

Table 4.2.: FPGA identification of the demonstrator.
iφ LTDB ABBA FPGA Source ID
18 BNL 19:2 0x410512
19 BNL 20:2 0x410511
20 LAL/Saclay 19:1 0x410521
21 LAL/Saclay 18:2 0x410522

38



4.2. Classification of Particle Type

A peculiarity of these ROOT files is that data of one event is not collected to one but
four entries of the ROOT tree. These four entries do not have to be successive in the file.
For that reason, identification of a single event is very important, in order to be able
to collect all information. If all ABBAs worked properly, there would be four entries
for every event since there are four FPGA boards on the two ABBAs. As mentioned,
every FPGA reads out SCs in the EMB of one specific iφ. Since not all the fibers and
channels of the FPGAs are connected, these are up to 160 SCs. The identification of
the SC in the detector is possible by a mapping of the channel number.

4.2. Classi�cation of Particle Type

In the ATLAS main readout, the identification of e.g. an electron starts with a so-called
sliding window algorithm, which finds electromagnetic clusters with an energy above
a certain threshold. If a cluster is found, a track is searched that is pointing to it. If
there is a good match of track and cluster, the cluster is considered as an electron.
Otherwise it is recorded as a photon [47].

To ensure good particle identification, selection criteria are applied. For electrons
three levels of identification with different rejection power exist [47]:

• Loose criteria contain different cuts on the detector acceptance and on leakage
into the hadronic calorimeter. Also constraints on shower shapes in the middle
layer are applied.

• Medium criteria include all loose cuts and additionally, deal with cuts on SSVs
of the front layer, as well as cuts on the track quality.

• Tight criteria are the strictest criteria. They include all cuts of the medium
level. Additionally they contain identification cuts, that test the energy and
momentum agreement and criteria on the TRT signal.

For the purposes of this analysis a medium cut is applied on electron events. Similar
levels also exist for muons and photons.

On top of the requirements of an identification level, more selection criteria, e.g.
on calorimetric or track properties can be used. For this thesis, official criteria on
track and calorimeter isolation were applied [48]. Track isolation includes variables
which ensure that tracks lie within a cone of a certain radius ∆R and possess a certain
transverse momentum pT . Calorimeter isolation describes energy deposition in the
calorimeter within a cone of radius∆R and above a certain energy threshold [47, 49].
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4. Analysed Data of the Demonstrator System and the ATLAS Main Readout

In order to suppress background from hadronic jets, electrons were selected which
fulfill one of the two following isolation criteria. The first criterion comprises that
the sum of transverse energy in a cone of ∆R < 0.2, E cone

T , calculated from topological
cluster energies is required to be small:

E cone
T < 0.06pT , (4.1)

where pT is the transverse momentum of the electron. The second criterion requires
the sum of momenta of all tracks in the same cone ∆R < 0.2, pcone

T , to pass

pcone
T < 0.06pT . (4.2)

Photons were selected, whose transverse energy in a cone of ∆R < 0.4, E cone
T , calcu-

lated from topological cluster energies fulfills

E cone
T < 0.022pT +2.45[GeV]. (4.3)

Muons also were selected by two different criteria. The first criterion requires the sum
of the transverse energy in a cone of ∆R < 0.2, E cone

T , to fulfill

E cone
T < 0.06pT , (4.4)

the second criterion requires the sum of momenta of all tracks in a cone of ∆R < 0.3,
pcone

T , to pass
pcone

T < 0.06pT . (4.5)

For more information see [50].

Jets were selected, which fulfill the anti-kt clustering algorithm [51] with a distance
parameter R = 0.4 to electromagnetic topological clusters.

4.3. Pulse Peak Sample of the Demonstrator

Readout Super Cells

For energy calculation of the SCs and assigning a BCID to each sample it is essential to
know the peak sample of each SC. The location of the peak within a sample sequence
should be fixed. In case for the demonstrator, it should lie in the 22nd sample, given
by the relative delay of the L1A signal to the start of the signal readout. From figure 4.1,
it can be seen that this is not the case for every SC. For example for the BNL board
at iφ = 18, some channels (80-160) have their peak at sample 20. For this reason, the
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4.3. Pulse Peak Sample of the Demonstrator Readout Super Cells

Channel

0 20 40 60 80 100 120 140 160

M
ea

n 
pe

ak
 s

am
pl

e

17

18

19

20

21

22

23

24

25
BNL

 = 18, ABBA FPGA = 19:2φi

Channel

0 20 40 60 80 100 120 140 160

M
ea

n 
pe

ak
 s

am
pl

e

17

18

19

20

21

22

23

24

25
BNL

 = 19, ABBA FPGA = 20:2φi

Channel

0 20 40 60 80 100 120 140 160

M
ea

n 
pe

ak
 s

am
pl

e

17

18

19

20

21

22

23

24

25
LAL/Saclay

 = 20, ABBA FPGA = 19:1φi

Channel

0 20 40 60 80 100 120 140 160

M
ea

n 
pe

ak
 s

am
pl

e

17

18

19

20

21

22

23

24

25
LAL/Saclay

 = 21, ABBA FPGA = 18:2φi

Figure 4.1.: Mean peak sample Speak
reg (SCi ) distribution for every channel of the

two ABBA boards and their four FPGAs. Usually the peak position should be
at sample 22. Due to system imprecisions this is not the case.

position of the peak sample was analysed for every SCi and a map of the regular peak

sample Speak
reg (SCi ) was created.

This analysis uses the event data described in section 4.1.2 (a list of the examined runs
can be found in appendix A). First, all events with readout problems ( which will be
described in section 4.5) have been discarded and a threshold of Emin = 4GeV was
applied on the hottest SC. For these events, the hottest SC and eleven SCs that are
positioned around the hottest SC have been analysed. These are the eight SCs in the
middle layer that lie directly around the hottest SC and three SCs which have the same
coordinates as the hottest SC in iφ and iη in presampler, front and back layer. For the
purpose of simplification, it is assumed that these twelve SCs receive most energy of
the particle, which deposits its energy in the EMB, compared to the other SCs within
the layers. In reality, this does not have to be true, since particles might not fly straight
through the detector layers.

For these twelve SCs the maximum sample has been taken to be the peak sample.
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4. Analysed Data of the Demonstrator System and the ATLAS Main Readout

Processing all selected events gives enough information for statistical analysis for
all SCs of the demonstrator readout region. Figure 4.2 shows distributions for two
exemplary SCs of the middle layer. For both SCs, the distribution peaks at sample
22.

Nonetheless, samples 21 and 23 are considered as peak samples quite often as well.
That shows that in the demonstrator readout, the location of the peak fluctuates,
which leads to peak shifts beyond Speak

reg (SCi ). This will be fixed for the future system
and is not the case for the ATLAS main readout. Because of these peak uncertainties,
sample 22 is determined as the regular peak sample of these SCs, but a deviation of
±1 has to be considered in all cases.

Figure 4.3 shows the same distributions for two SCs of the back layer. The right plot
shows a clear peak at sample 22. For the left plot, interaction products of BCs before
sample 10 have too large an impact on the distribution. In this case, the results for
SCs of the same fiber are compared to estimate the most likely peak sample.
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Figure 4.2.: Distributions of the peak sample of two different SCs in the middle
layer for data from 2017. The red distribution takes events into account
where the SC has been the hottest SC. The green distribution additionally
takes all events into account, where the SC has been neighboured to the
hottest SC. The blue distribution contains only events, where the SC has been
neighboured to the hottest SC.
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4.4. Energy reconstruction of Demonstrator data
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Figure 4.3.: Distributions of the peak sample of two different SCs in the back
layer for data from 2017. The blue distribution contains events, where the
SC has been neighboured to the hottest SC, which is the only possibility for
compiling statistics for this layer.

4.4. Energy reconstruction of Demonstrator data

Since there is no internal energy reconstruction in the demonstrator readout, this has
to be done directly on raw data.
As mentioned above, every digital signal of an SCi in the readout region of the demon-
strator is sampled by N = 50 samples s. Hence there are 50 ADC values x(SCi , s) which
describe a pulse in an SC. The amplitude A(SCi ) of a pulse is proportional to the energy
E(SCi ) deposited in an SC. For translating the amplitude into an energy, calibrated
conversion factors, which are available for every SC, were used. The energy calculation
is done in several steps. First, the calibrated pedestal value p(SCi ) is subtracted from
the ADC values and an Optimal Filter (OF) algorithm [52] is applied.

As a result, we get filtered ADC samples xOF(SCi , s)

xOF(SCi , s) =
M−1∑
i=0

ai (SCi ) · (x(SCi , s − i )−p(SCi )). (4.6)

For visualization see figure 4.4. By using the OF with a depth of M and coefficients
ai , the amplitude and time of the peak of a pulse, which has been superimposed
with electronic noise and pile-up, can be reconstructed. Since the OF is based on the
calculation of a weighted sum over the relevant sample amplitudes, it needs at least
M samples to work correctly.
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Figure 4.4.: Bipolar pulse of the demonstrator readout. Displayed are ADC
samples (blue) and the response of the OF (red) [53]. For better comparison,
both pulse distributions are displayed in energy units. For the ADC samples,
the pedestal was subtracted and the result was converted into energy values
by calibration factors. For the pulse with filtered samples, the ADC samples
were subtracted by the pedestal, the OF algorithm was applied and the energy
was reconstructed by calibration factors.

As a first step in peak reconstruction the maximum of all optimal filtered ADC samples
was assigned to the signal amplitude. This approximation may overestimate the true
energy especially in the presampler and front layer. The reason for this is that in these
layers, only small amounts of energy are deposited and pile-up signals in the first
samples can have higher ADC values than the actual signal. Therefore, the regular

peak sample Speak
reg (SCi ) was used to give reference to the signal peak position. Due to

the in section 4.3 mentioned peak uncertainties, the BC identified by the hottest cell

SChot is defined as the peak sample position Speak
irreg (SChot). It was assumed that within

an event the peak shift of the hottest SC is the same for all SCs or at least similar. The
deviation of these two values

∆Speak = Speak
irreg (SChot)−Speak

reg (SChot) (4.7)

is then added to all regular peak samples of cells in that event:

Speak(SCi ) = Speak
reg (SCi )+∆Speak. (4.8)
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The pulse amplitude of an SC is then calculated by finding the maximum of the filtered
ADC values of this sample Speak(SCi ) and their two neighbouring samples

A(SCi ) = +2
max
d=−2

xOF (Speak(SCi )+d). (4.9)

The two neighbouring samples are also taken into account since the peak shifts might
differ between cells in different layers.

To convert ADC values into an energy, calibrated conversion factors are applied next.
They translate ADC values into an energy cE(SCi ) and include factors which correct
the differences in high voltages cHV(SCi ):

E(SCi ) = cHV(SCi ) · cE(SCi ) · A(SCi ). (4.10)

4.5. Issues with Demonstrator data

During data taking of the demonstrator system, different readout problems occurred.
Figure 4.5 shows problems affecting the signal. Figure 4.5(a) and figure 4.5(b) show

highly shifted peaks. If the peak sample Speak
irreg (SChot) of the hottest SC is too much

different from the regular peak sample Speak
reg (SChot) of the SC, the rising edge or the

undershoot of the signal pulse can disappear from the sampling window. In this
case, the OF algorithm cannot reconstruct the pulse amplitude correctly. Therefore a
restriction of

∆Speak ≤ 10 (4.11)

was applied on the deviation of the peak sample of the hottest SC compared to the
reference peak sample position Speak

reg (SCi ). Noise peaks may appear (figure 4.5(c))
with narrower pulse shapes than regular and are rejected from the analysis.

Differently to the effects described above, which occur to single events, SCs may show
readout problems during the entire run.

For several runs taken in 2017, not all four FPGAs were active. This results in missing
data for the whole iφ slice of the corresponding FPGA board. Since at least three
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Figure 4.5.: Readout anomalies of the signal. Plots (a) and (b) show shifted
pulses, whose energy reconstruction is not possible. In (c) a noise peak is
displayed [53].

neighbouring cells in iφ-direction are needed for calculating the SSV, this data could
not be taken into account for the calculation of SSVs.

Figure 4.6 shows different patterns of SCs that needed to be excluded from analysis.
Figure 4.6(a) shows the unlocked pattern from an SC. This cell was not connected and
therefore delivers no information on the deposited energy. Plot 4.6(b) shows an SC
that has a very high, abnormal pedestal. Usually, the pedestal should be at 1000 ADC
counts (≈ 1/4 of the full range). Figure 4.6(c) shows jumping ADC counts without any
regular pattern. Displays (d) and (e) of figure 4.6 show patterns of unstable pedestal
values.

Reasons for the discovered anomalies are still unresolved to some extent. One likely

46



4.5. Issues with Demonstrator data

explanation is the lack of radiation hardness of the LTDBs of the demonstrator readout,
which can cause bit flips and data corruption. This will be improved for the future
readout system. For the analysis presented in this thesis, such SCs were excluded via
a simple algorithm. Only SCs whose first five samples deviate from the calibrated
pedestal value by no more than 10 % were included in further analysis.
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Figure 4.6.: Readout anomalies of the signal. Plot (a) shows the so-called
unlocked pattern, which occurs for disconnected channels. Plot (b) shows a
very high pedestal. Plots (c), (d) and (e) show SCs with strongly fluctuating
ADC counts.
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5. Comparison of Demonstrator

and ATLAS Main Readout

In order to check the data quality of the demonstrator readout, information about
an event recorded by the demonstrator system and its reconstructed energy was
compared to the corresponding reconstructed event in the ATLAS main readout. This
is the basis for further studies on SSVs. This chapter describes the matching of the
events, the comparison of the reconstructed energies, and the comparison of the
distributions of the SSVs for both readout systems. The SSVs Rη, f3 and ωη2 are
examined for electron and jet events.

5.1. Matching of Data

To directly compare the two datasets, each event of a run from the demonstrator
readout was matched to the corresponding event in the ATLAS main readout. Variables
for the event identification like the BCID, L1ID and the time stamp are suitable for this
purpose. Using L1ID and BCID gave a satisfying match of about 99% for each of the
examined 85 runs. A list of the examined runs can be found in appendix A. Another
variable which needs to match for both readout systems is the trigger type variable,
because for one event, the trigger should have triggered both readout systems for the
same reason.

About 3 million events have been successfully matched and processed. A fraction
of 95 % could be used for analysis. This is due to the selection criterion ∆Speak ≤ 10
that was introduced in section 4.5. Further events had to be excluded due to different
readout problems of single SCs, which will be described later.

The decision whether an event was caused by an electron, jet, muon or photon is pos-
sible due to the information in the main readout data. By matching each event of the
demonstrator readout and the main readout of the ATLAS detector, this information
could be transferred to the event that was read out by the demonstrator system.
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5. Comparison of Demonstrator and ATLAS Main Readout

As an example, figure 5.1 shows the energy of a particle deposited in all four layers of
the EMB for the main readout and the demonstrator readout. Both readout systems
show good agreement of the energy deposits in the same SCs. For the ATLAS main
readout, a second region with energy deposition can be seen. It is not visible in the
demonstrator readout because of a 4 GeV threshold that is applied to the hottest SC in
the demonstrator data analysis.
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Figure 5.1.: Energy deposits in the EMB SCs of one event read out by the
ATLAS main readout (upper) and the demonstrator readout (lower). Clearly
visible is, that the most energy is recorded in the middle layer. Since the
middle layer has the largest extent, most energy is deposited there and the
hottest SC always lies within this layer. Because AOD data does not contain
the full calorimeter information, not all SC energies can be shown. For the
demonstrator, the SC energy is available for all SCs. Nonetheless, here it is
displayed only for a region around the hottest SC.
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5.2. Energy Correlation of the two Readout

Systems

In figure 5.2, the correlation of the energy deposits in the SCs read out by the main
ATLAS readout and by the demonstrator system is displayed. As explained in chapter 4,
for the main readout SC energies are calculated by the summation of the correspond-
ing calorimeter cells, whereas for the demonstrator readout, SC energies are based on
SC signals. At event selection, a threshold of 4 GeV for the hottest SC in the middle
layer for both readout systems was applied. Electron, photon, muon and jet events
which were selected as described in section 4.2 contributed to the analysis.

Figure 5.2 shows that the correlation for all the four layers is satisfying. However,
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Figure 5.2.: Correlation of energy deposits in SCs of the ATLAS main readout
and the demonstrator readout for each layer for run 330074. Only SCs in
the middle layer lying directly beside the hottest SC in iφ-direction and the
two neighboured SCs in iη-direction are considered. For presampler, front
and back layer the SCs lying in front and behind this pattern were taken into
account.
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especially in the front and middle layer, there are entries where the main readout shows
non-zero energy entries, while for the demonstrator no energies were reconstructed
(see also figure 5.3). During these events, the demonstrator readout measures only
pedestal values for the corresponding SCs. Explanation can be found in already
mentioned readout problems of the demonstrator where some cells show abnormal
behaviour for unknown reasons. Since the LTDBs of the demonstrator are not radiation
tolerant, this could be one explanation for the readout problems.
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Figure 5.3.: Relative energy deviation in the energy reconstructed in the SCs for
the ATLAS main readout and the demonstrator readout, separated by layer for
run 330074. Only SCs in the middle layer lying directly beside the hottest SC
in iφ-direction and the two neighbouring SCs in iη-direction are considered.
For presampler, front and back layer, the SCs lying in front or behind this
pattern were taken into account. Events in which the demonstrator system
did not reconstruct any energy deposit in the SC can be clearly distinguished.
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5.3. Analysis of the Shower Shape Variables

In the analysis of shower shapes, for the ATLAS main readout, about 2 000 electrons
and 580 000 jets were taken into account in total. The discrepancy compared to the
total number of 3 million analysed events has three reasons.

• The first reason is the energy threshold of Emin = 4 GeV which was applied on
the hottest SC for both readout systems.

• The second reason is the fact that an SSV can be calculated only if there is
fully reconstructed information on the SCs lying around the hottest SC. Due
to the restricted region that is read out by the demonstrator, this is not the
case for events which have their hottest cell on the slices iφ = 18 and iφ =
21. The neighbouring cells are missing and so the calulation of e.g. Rη is not
possible. If for example the hottest cell lies within iφ = 18, it is not possible to get
information on the neighboured cells in iφ = 17 for data from the demonstrator
readout. If there was more energy deposited on the slice iφ = 17, by taking
the only-existing slice iφ = 19, Rη will be estimated incorrectly. Therefore only
events with their hottest cell in iφ = 19 or iφ = 20 can be used. The same applies
to the position of the hottest cell in iη-direction. It must lie within 2 < iη < 53.

• The last reason is that only electrons and jets were considered for this analysis,
whereas the numbers given in section 5.1 also included muon and photon
events.

After removing data with readout problems or faulty SCs, about 1 100 electron and
310 000 jet events could be used for the shower shape analysis of the demonstrator
readout.

5.3.1. Rη - Transverse Energy Ratio

Figure 5.4 shows the distribution of the SSV Rη for electrons and jets from the ATLAS
main readout and the demonstrator readout. The distributions of electrons and jets
are nicely separated, for both readout systems. The results show good qualitative
agreement with the simulation shown in section 3.4.3.

As mentioned above for the ATLAS main readout, SCs that lie on the edge of a shower
have underestimated energies. This will cause an overestimation of Rη, as the de-
nominator in the equation is underestimated. Further reasons for discrepancies in
the Rη-distributions of the different readout systems are the different digitization
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Figure 5.4.: SSV Rη for (a) the ATLAS main readout and (b) the demonstrator
readout. Comparing the different readout systems, especially the distribution
for jets is nearly the same. The distributions are normalized to 1.

scheme and energy reconstruction. For the main readout, SC energies are recon-
structed by summing up the energies of the corresponding calorimeter cells which
have a finer energy digital resolution of 16 bit than for the demonstrator readout SCs
of 12 bit. SC energies of the demonstrator readout are reconstructed on the basis of SC
pulses, using less validated correction factors than it is the case for the main readout
of ATLAS.

5.3.2. f3 - Shower Depth Variable

Figure 5.5 shows the distribution of the SSV f3. Generally, for the shape it shows
agreement with the simulation, especially for jets. For both readout systems, the
distribution for the electrons is wider than in the simulation.

SCs of the back layer in the demonstrator readout are much more susceptible to noise,
and misreconstructed energies are more likely. This is because the energy of a particle
deposited in this layer is comparatively small and due to peak shifts, fixing the pulse
peak sample for calculating the signal amplitude is not possible as far as Speak(SCi )±2
(see equation 4.9). Therefore, at the calculation of the signal amplitude, the actual
pulse peak might be reconstructed incorrectly. Another reason for differences of figure
5.5(a) and figure 5.5(b) must be seen in the different digitization and the values of the
LSB. Digitization effects become also visible in the small peaks at larger values of f3

for both systems.
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Figure 5.5.: SSV f3 for (a) the ATLAS main readout and (b) the demonstrator
readout. The distributions are normalized to 1.

5.3.3. ωη2 - Shower Width

The SSV ωη2 also shows good qualitative agreement with the simulation for both
readout systems. In between the systems there are only minor differences in the
distributions. Electrons and jets can be distinguished very clearly.

The improved particle distinction will make a great improvement for the future L1
trigger system, compared to the readout via TTs. An application of thresholds on the
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Figure 5.6.: SSV ωη2 for (a) the ATLAS main readout and (b) the demonstrator
readout. The distributions are normalized to unit area.
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SSVs is foreseen, in order to select the more interesting events with electrons in the
final state.

5.3.4. Correlation of the Shower Shape Variables

For the correlation of the SSVs in figure 5.7, only events were taken into account for
which the demonstrator data could provide the calculation of the SSV. Also a cut of
ESChot > 10 GeV was applied.

The correlation of jet as well as of electron events show a considerable spread. Reasons
for these discrepancies were already mentioned: Due to the main readout datasets
used, the energies of SCs that do not lie directly next to the hottest SC are under-
estimated. Also, the different digitization scheme and energy reconstruction of the
readout systems cause discrepancies. The discrete energy steps of the digitization has
larger effects when energy ratios are calculated within the SSVs.
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Figure 5.7.: Correlation of the SSV of the main readout of ATLAS and the
demonstrator readout.
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6. Pile-up Studies for the

Demonstrator System

During Run 1, the average number of pile-up events per BC was 〈µ〉 ∼ 20 at a peak
luminosity of ∼ 7×1033 cm-2s-1 and a center-of-mass energy of 8 TeV. In 2017, at a
peak luminosity of ∼ 2×1034 cm-2s-1 and a center-of-mass energy of 13 TeV, the mean
pile-up increased to 〈µ〉 ∼ 55 [36]. Therefore, it is important for future improvements
to the data acquisition process, to investigate pile-up in order to figure out its impact
on physics measurements. This chapter describes studies on pile-up based on data of
the demonstrator readout. The mean pile-up energy per BC, the correlation of mean
pile-up energy and luminosity as well as the single pile-up event energy spectrum will
be presented.

Because the LHC BC frequency and the calorimeter pulse sampling frequency are
the same, every ADC value of a sampled pulse can be assigned to a certain BC. The
assignment uses the position of the peak sample, which corresponds to the event
BCID.

As described in chapter 4, demonstrator data do not only provide information on single
SC energies, but on whole SC pulses and beyond. Hence, it is possible to examine BCs
that occur before or after the actual event that has been triggered. Because of the peak
maximum being approximately at sample 22, the very first samples are unlikely to be
affected by the signal pulse. Concerning SCs described in section 4.3, which do have
their peak position at samples lower than 22, the samples 0 to 13 were regarded as not
containing any signal but only pile-up energy deposition. Due to filter latency, the
number of available samples decreases by four after the OF stage. This is due to the
design of the OF, which in this case needs M = 5 (filter depth) samples to calculate one
filtered sample. Therefore, only the ADC samples 2 to 11 can be taken into account.
Figure 6.1 gives an idea of this issue.
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Figure 6.1.: Visualization of the pile-up and signal region.

6.1. Mean Pile-up Energy per Layer

In order to calculate the mean pile-up energy per BC, an event of a run that was read
out by the demonstrator system was analysed as follows. The BCID of a chosen event

BC I Devent corresponds to the peak sample Speak
irreg (SChot) of the hottest SC pulse:

BC I D(Speak
irreg (SChot)) ≡ BC I Devent. (6.1)

Using equation 4.7, the BCIDs of different samples s can be calculated as:

BC I D(SChot, s) = BC I Devent −Speak
irreg (SChot)+ s

= BC I Devent − (Speak
reg (SChot)+∆Speak)+ s.

(6.2)

Since the peak sample of the hottest SC Speak
irreg (SChot) is not necessarily the same for all

SCs, it is necessary to take into account the corresponding SC peak samples Speak
reg (SCi )

and the peak shift ∆Speak. Data for the regular SC peak samples were accumulated
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6.1. Mean Pile-up Energy per Layer

as described in section 4.3. Thus, for every SCi every sample s of the pulse can be
allocated with its corresponding BC I D(SCi , s) by:

BC I D(SCi , s) = BC I Devent − (Speak
reg (SCi )+∆Speak)+ s

= BC I Devent −Speak(SCi )+ s.
(6.3)

In the last step, equation 4.8 was used.

However, one has to be aware of the fact, that the peak shifts might differ between
cells in different layers. Therefore, there is some uncertainty in the BCID of the pulse
peak and the described calculation has some uncertainty for assigning the correct
BCIDs to the samples.

Next, by using equation 4.10 the energy of each sample is calculated:

E(SCi , s) = cHV(SCi ) · cE(SCi ) · xOF(SCi , s) (6.4)

and separated by layer and BCID. After processing all events in this manner, the mean
value over all events and SCs in a layer is computed.

Figure 6.2 shows the effect of pile-up within a bunch train. At the beginning, the
signal amplitudes of the first occurring pile-up events accumulate and result in a peak
of the mean pile-up energy deposition in the calorimeter. Pile-up events that take
place from the middle to the end of a bunch train get affected by the undershoot of
previous pile-up pulses. The undershoot of these and the peak of the pulse of the
actual pile-up events cancel and the mean pile-up energy is zero by construction. In
between two bunch trains the mean pile-up energy becomes negative. At these BCs,
pulse undershoots lead to a negative overcompensation because no new pulses are
caused in the detector.

In figure 6.3 the mean pile-up per BC for BCIDs within position 1950 and 2100 in the
LHC orbit is displayed. At the beginning of the first bunch train, a peak is visible. From
the middle to the end of the bunch train the mean energy becomes approximately zero.
As expected, right in between the first and second bunch train one can see a negative
mean pile-up energy. In the bunch train which begins at BC 2033, a peak which is
lower than in the previous bunch train occurs. This is because the undershoot from
the last pile-up events of the previous bunch train still have an impact on the mean
energy. Therefore, this peak is comparatively smaller. Mean pile-up distributions for
two exemplary SCs are provided in appendix B.

In figure 6.3 the rise and the fall of the pile-up distributions do not precisely match
the beginning and end of the bunch train. This is due to the peak shifts for SC pulses
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Figure 6.2.: Visualization of the positive and negative overcompensation of
pile-up at the beginning and end of a bunch train. The highlighted regions in
red show filled bunches, also known as bunch trains. The signal (red), which
results from the superposition of single pile-up events (blue) is shown.

within the demonstrator readout. The cause of the negative mean pile-up energies
occurring before the first bunch train, could not be verified, due to the limited scope
of this thesis, but it is assumed that due to the averaging over SCs, it is originated by
particular SCs.

Even though SCs in the presampler and the back layer have the same size, they do
not receive the same amount of energy from pile-up events (see figure 6.3). This is
because pile-up events do only have small energies compared to signal events and
therefore most energy is deposited in the presampler. Low energy pions, which cause
most pile-up, are absorbed in the first calorimeter layers already. The SCs in the
front and the middle layer have the same dimension in φ and η direction but not for
the~r direction. Here, the middle layer extents wider. Consequently, more energy is
deposited in the middle layer than in the front layer.
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Figure 6.3.: Mean energy deposit of all pile-up events per BC separated by
layer for run 332896. Only BCIDs within position 1950 and 2100 in the LHC
orbit are displayed. Three bunch trains are highlighted in red.

6.2. Pile-up Time Spectrum

Figure 6.4 shows the mean pile-up energy plotted against the run time. The figures
also show the time-dependent instantaneous luminosity.

For the mean energy, only samples with BCIDs fulfilling certain criteria have been
taken into account. As seen in section 6.1, pile-up energy deposition is only visible
within the first BCs of a bunch train. Hence, only those sample energies were consid-
ered whose BCID is the 5th after the beginning of a bunch train, which has at least 25
empty bunches beforehand. The 5th BC is used because of the OF’s latency.

A correlation can be seen between the instantaneous luminosity and the distribu-
tions of the presampler, front and middle layer. Figure 6.5 displays the correlations
ρ(<L >t,< E >t) for each layer. Because of the low energy deposits and low statistics,
it is difficult to verify a correlation for the back layer. The small dips in the instanta-
neous luminosity in figure 6.4 are due to readjustments of the beam. The luminosity
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Figure 6.4.: Mean pile-up energy over time (blue) for run 332896. A correlation
with the instantaneous luminosity (red) is visible.

decreases since the beam is filled with protons only at the beginning of a run. Due
to the collisions, the number of protons decreases and so does the instantaneous
luminosity. The difference in the mean pile-up energy between different layers is
explained in the previous section.

6.3. Pile-up Energy Spectrum

For the pile-up energy spectrum analysis the same data as for the time spectrum in
the previous section was used. Only sample energies, whose BCID is the 5th after
the beginning of a bunch train, are taken into account. Additionally the bunch train
has to have at least 25 empty bunches beforehand. As seen in section 6.1 only BCIDs
with these criteria show pile-up energies that are not affected by pulse undershoots.
Furthermore, a "maximum finder" algorithm was applied, which ensures that a sample
energy only contributes to the spectrum, when the previous and the subsequent
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Figure 6.5.: Correlation of the mean instantaneous luminosity and the mean
pile-up energy for each layer for run 332896.

sample energy is lower. The pile-up energy deposits were divided by the expected
number of pile-up collisions µ, which correlates with the instantaneous luminosity.

Figure 6.6 displays the resulting distribution. Negative energies contribute to the
distribution when the energy deposit of all pile-up events in a BC is smaller than the
calibrated pedestal value.

Considering that the energy resolution in the calorimeter scales with 1/
p

E [4], pile-up
at low energies is smeared. Therefore, the main peak for each layer in figure 6.6 is not
as sharp as expected [54]. Deconvolution of the underlying energy resolution could be
subject of further investigations in order to get a more precise pile-up energy spectrum.
This is fundamental to calculate a pile-up correction. However, such investigations
are beyond the scope of this thesis.
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6. Pile-up Studies for the Demonstrator System
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Figure 6.6.: Pile-up energy spectrum for each layer of run 332896. The spec-
trum is that of a single pile-up event.
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7. Summary and Outlook

In order to be able to investigate rare physics processes it is desirable to increase the
instantaneous luminosity of the LHC. This makes it necessary to improve the trigger
system of the ATLAS detector. For improving the Level-1 trigger, a new calorimeter
readout is foreseen, which reads out super cells instead of trigger towers and increases
the calorimeter readout segmentation by a factor of 10. The higher granularity readout
provides information on the shower shape of a particle in longitudinal and transverse
direction. Thus, this will make it possible to quantify the shower shape at the first
trigger level, already. For this thesis data that were recorded by the demonstrator
system, which simulates the future trigger readout, were analysed. For comparison,
data from the ATLAS main readout were matched to the data from the demonstrator
readout and also analysed.

In the first part of this thesis, the data used, their properties and issues were explained.
Withal the energy reconstruction for the demonstrator readout was described. Fur-
thermore, challenges in the demonstrator data were discussed and described, how
they were treated. Thereby, for some events super cells had to be excluded from the
analysis but sometimes also whole files had to be discarded.

The second part of the thesis contained the comparison of super cell energies of the
ATLAS main readout and the demonstrator readout. The studies have shown, that the
energy reconstruction for the demonstrator is satisfying but also that super cells with
no energy deposit occur. The non-radiation hardness of the electronics in the front
end crate might be the reason for that. In the analysis of the shower shape variables
discrepancies in the distributions occurred because of the different digitization of the
readout systems and due to data-intern restrictions on calorimeter cell information of
the ATLAS main readout. Nevertheless the enhanced granularity with super cells is a
great advantage compared to the readout with trigger towers. The distributions for
the shower shape variables showed that jet and electron events can be well separated.
Therefore, the differentiation of these particles will be improved within the Level-1
trigger.

In the last part of the thesis, pile-up at the demonstrator readout was investigated. It
was shown that the mean pile-up exhibits a distribution that depends on the position
of the bunch crossing in the bunch train. At the beginning of a bunch train we can
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7. Summary and Outlook

see a positive mean pile-up energy, which decreases to zero and stays there until the
end of the bunch train. Bunch crossings in between two bunch trains have a negative
mean pile-up energy. The pile-up correlates with the instantaneous luminosity, which
could be shown in the time spectrum of the mean pile-up. The single pile-up event
spectrum will need further investigations in order to provide information on pile-up
correction. Especially the deconvolution of the energy resolution must be object of
further investigations.

At the beginning of 2018 the french LAr trigger digitizer board was replaced and a new
firmware, "LAr Trigger prOcessing MEzzanine" (LATOME) was installed. This pro-
vides new data with an revised readout, which will be object of further investigations.
Optimizing the energy reconstruction is an ongoing important task. Instead of the
Optimal Filter different filter algorithms like the "Wiener Filter" could be applied and
investigated.

68



A. Examined Runs

The following table lists the examined runs that were basis for the analysis of this
thesis. The first column contains the run number. The second column displays the
amount of successful matched events relative to the whole number of events in the file.
In the third column the total number of matched events is shown. The last column
comprises the number of matched events, which fulfill the in section 4.5 described
condition in equation 4.11.
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Runnumber Matching / % Matched events Events with dS_max ≤ 10

330025 99.9 58,356                58,082                                  

330074 99.8 13,382                13,309                                  

330079 99.8 15,188                15,111                                  

330160 98 6,065                   6,019                                    

330166 100 2,293                   2,290                                    

330203 99.9 97,132                95,570                                  

330294 99.9 87,913                87,578                                  

330328 99.9 38,465                3,220                                    

330470 99.9 15,075                14,995                                  

330857 100 333                      333                                        

330874 100 6                          6                                            

330875 100 857                      857                                        

331019 99.8 562                      559                                        

331033 99.9 4,642                   4,610                                    

331082 96.8 1,380                   1,368                                    

331085 99.9 106,606              106,218                                

331129 99.8 17,257                17,136                                  

331215 99.8 12,682                12,632                                  

331462 99.9 10,489                10,414                                  

331466 99.9 18,461                18,395                                  

331479 99.9 23,656                22,531                                  

331697 99.9 18,347                18,192                                  

331710 99.9 31,536                31,409                                  

331742 99.9 93,890                44,888                                  

331772 99.9 9,783                   9,752                                    

331905 99.9 7,481                   7,444                                    

331951 99.9 15,678                15,578                                  

332896 100 9,117                   9,073                                    

332915 99.9 31,448                31,300                                  

332955 100 16,632                16,538                                  

333192 99.9 28,633                10,737                                  

333367 99.9 13,014                12,993                                  

333426 99.9 12,065                12,036                                  

333487 99.9 62,125                61,980                                  

333519 99.9 10,941                10,892                                  

333707 99.9 3,246                   3,221                                    

333828 99.9 52,846                52,673                                  

333853 99.9 13,467                13,404                                  

333994 99.9 3,070                   3,045                                    

334264 99.9 44,119                43,763                                  

334350 99.9 59,311                59,092                                  

334384 99.9 6,937                   6,896                                    

334413 99.9 70,923                70,689                                  

334487 99.9 66,323                65,644                                  

334580 99.9 3,784                   3,747                                    

334637 99.9 32,603                32,446                                  

334710 99.9 33,964                33,787                                  

334849 99.9 26,094                26,010                                  



334960 99.9 75,572                75,307                                  

334993 99.9 56,273                56,095                                  

335016 99.9 959                      950                                        

335022 99 45,329                45,068                                  

335056 100 792                      792                                        

335082 100 719                      713                                        

335131 99.9 15,436                15,322                                  

335170 99.9 53,416                53,177                                  

335282 100 1,994                   1,985                                    

336782 99.9 85,679                85,386                                  

336915 99.9 50,369                44,795                                  

336927 99.9 77,730                77,406                                  

336944 99.9 25,354                25,216                                  

336998 99.9 27,624                27,461                                  

337005 98.8 21,881                21,760                                  

337107 99.8 61,713                61,429                                  

337156 97 10,610                10,537                                  

338183 99.9 78,246                77,750                                  

338220 99.9 103,118              102,527                                

338259 99.8 55,925                45,050                                  

338263 99.6 76,833                72,502                                  

338349 99.7 87,888                86,593                                  

338377 96 70,300                62,664                                  

338480 99.7 71,304                70,698                                  

338498 99.3 61,457                61,062                                  

338608 74.6 43,162                42,841                                  

338712 97.8 69,030                67,462                                  

338834 98.5 8,963                   8,905                                    

338897 99 61,262                60,928                                  

338933 99.9 70,813                70,180                                  

338987 99.9 90,328                89,711                                  

339346 99.3 6,389                   6,336                                    

339387 99.8 46,627                46,285                                  

339396 99.7 21,787                21,617                                  

339562 99.9 3,181                   3,155                                    

339758 99.9 91,694                87,683                                  

Sum 3,037,934           2,885,810                            
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B. Mean Pile-up per SC

Figure B.1 displays the mean energy deposit of all pile-up events per BC in ADC counts
for two different SCs in the middle layer.

As explained in section 6.1, at the beginning of the two bunch trains peaks are visible.
For the upper plots, beyond the peak the distributions approach the pedestal value.
For the lower plots, since the pedestal was subtracted, the distribution gets close to
zero. In between the two bunch trains the distributions drop. In BCs before the first
bunch train, the distribution gets close to zero as well, because no pp collisions and
therefore, no pile-up take place. The figures show that the calibrated pedestal value is
close to the mean pile-up in the region of pile-up compensation.
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B. Mean Pile-up per SC
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Figure B.1.: Mean energy deposit of all pile-up events per BC of two different
SCs in the middle layer for run 332896. The upper plots show mean ADC
counts, whereas in the lower plots, the pedestal value is subtracted and the
OF is applied. The highlighted regions in red indicate filled bunches. The
horizontal red line displays the pedestal value.
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Acronyms

ABBA ATCA Board for a Baseline of liquid argon Acquisition
ADC Analog-to-Digital Converter
ALFA Absolute Luminosity For ATLAS
ALICE A Large Ion Collider Experiment
AOD Analysis Object Data
ATLAS A Toroidal LHC ApparatuS

BC Bunch Crossing
BCID Bunch Crossing Identification
BNL Brookhaven National Laboratory

CERN Conseil européen pour la recherche nucléaire
CMS Compact Muon Solenoid
CNI Coulomb-Nuclear Interference
CP Cluster Processor
CTP Central Trigger Processor

DAQ Data Acquisition

EC Event Counter
ECRC Event Counter Reset Counter
eFEX electromagnetic Feature Extractor
EM Electromagnetic
EMB Electromagnetic Barrel Calorimeter
EMEC Electromagnetic Endcap Calorimeter
ESD Event Summary Data

FCal Forward Calorimeter
FEB Front End Board
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Acronyms

FEC Front End Crate
FPGA Field Programmable Gate Array
FTK Fast Tracker

HEC Hadronic Endcap Calorimeter
HLT High Level Trigger

JEP Jet/Energy-sum Processor
jFEX Jet Feature Extractor

L1 Level-1
L1A Level-1 accept
L1Calo Level-1 calorimeter trigger
L1ID Level-1 Identification
L2 Level-2
LAL/Saclay Laboratoire de l’accélérateur linéaire, Université

Paris Saclay
LAr Liquid Argon
LATOME LAr Trigger prOcessing MEzzanine
LDPS LAr Digital Processing System
LHC Large Hadron Collider
LHCb Large Hadron Collider beauty
LS long shutdown
LS1 Long Shutdown 1
LS2 Long Shutdown 2
LS3 Long Shutdown 3
LSB Layer Sum Board
LTDB LAr Trigger Digitizer Board

OF Optimal Filter

PP Pre-Processor
pp proton-proton

QCD Quantum Chromodynamics
QED Quantum Electrodynamics
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Acronyms

ROD Readout Driver
ROI Region of Interest

SC Super Cell
SC ID Supercell Identification
SCA Switched Capacitor Array
SM Standard Model
SSV Shower Shape Variable

TBB Tower Builder Board
TRT Transition Radiation Tracker
TT Trigger Tower
TTC trigger, timing and control
TType Trigger Type
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