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Abstract

We study the complexity of infinite-domain constraint satisfaction problems: our basic
setting is that a complexity classification for the CSPs of first-order expansions of a structure
A can be transferred to a classification of the CSPs of first-order expansions of another structure
B. We exploit a product of structures (the algebraic product) that corresponds to the product of
the respective polymorphism clones and present a complete complexity classification of the CSP
for first-order expansions of the n-fold algebraic power of (Q;<). This is proved by various
algebraic and logical methods in combination with knowledge of the polymorphisms of the
tractable first-order expansions of (Q;<) and explicit descriptions of the expressible relations
in terms of syntactically restricted first-order formulas. By combining our classification result
with general classification transfer techniques, we obtain surprisingly strong new classification
results for highly relevant formalisms such as Allen’s Interval Algebra, the n-dimensional Block
Algebra, and the Cardinal Direction Calculus, even if higher-arity relations are allowed. Our
results confirm the infinite-domain tractability conjecture for classes of structures that have
been difficult to analyse with older methods. For the special case of structures with binary
signatures, the results can be substantially strengthened and tightly connected to Ord-Horn
formulas; this solves several longstanding open problems from the AI literature.
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1 Introduction

This introductory section is divided into three parts where we describe the background, present our
contributions, and provide an outline of the article, respectively.

Background

Constraint satisfaction problems (CSPs) are computational problems that appear in many areas
of computer science, for example in temporal and spatial reasoning in artificial intelligence [BJ17]
or in database theory [KV98, BtCLW14]. The computational complexity of CSPs is of central
interest in these areas, and a general research goal is to obtain systematic complexity classification
results, in particular about CSPs that are in P and CSPs that are NP-hard. CSPs can be described
elegantly by fixing a structure with a finite relational signature, the template; the computational
task is to determine whether a given finite input structure has a homomorphism to the template.
A breakthrough result was obtained by Bulatov [Bul17] and by Zhuk [Zhu20], which confirmed the
famous Feder-Vardi conjecture [FV99]: every CSP over a finite template (i.e., a structure with a
finite domain) is in P, or it is NP-complete. Moreover, given the template it is possible to decide
algorithmically whether its CSP is in P or whether it is NP-complete.

Most of the CSPs in temporal and spatial reasoning can not be formulated as CSPs with a finite
template. The same is true for many of the CSPs that appear in database theory (e.g., most of the
CSPs in the logic MMSNP, which is a fragment of existential second-order logic introduced by Feder
and Vardi [FV99], and which is important for database theory [BtCLW14], cannot be formulated
as CSPs with a finite template [MS07]). For CSPs with infinite templates we may not hope for
general classification results [BG08]; however, we may hope for general classification results if we
restrict our attention to classes of templates that are model-theoretically well behaved. An example
of such a class is the class of all structures with domain Q where all relations are definable with
a first-order formula over the structure (Q;<). This class of structures is of fundamental interest
in model theory, and, by a result of Cameron [Cam76], also in the theory of infinite permutation
groups (it is precisely the class of all countable structures with a highly set-transitive automorphism
group). The CSPs for such structures have been called temporal CSPs because they include many
CSPs that are of relevance in temporal reasoning, such as the Betweenness problem [Opa79], the
And/Or scheduling problem [MSS04], or the satisfiability problem for Ord-Horn constraints [NB95].
The complexity of temporal CSPs has been classified by Bodirsky and Kára [BK09], and a temporal
CSP is either in P or it is NP-complete.

Over the past 10 years, many classes of infinite structures have been classified with respect to
the complexity of their CSP. We may divide these results into first- and second-generation classifica-
tions. First-generation classifications, such as the classification of temporal CSPs mentioned above,
typically use concepts from universal algebra and Ramsey theory, and essentially proceed by a com-
binatorial case distinction [BP15a, BMPP19, KP18, BJP17]. Second-generation classifications also
use universal algebra and Ramsey theory, but they eliminate large parts of the combinatorial analy-
sis by using arguments for finite structures and the Bulatov-Zhuk theorem (the first example follow-
ing this approach is [BM18]; other examples include [BMM21, MP22, BB21, MNPW21, BK21]). So
the idea of second-generation classifications is to transfer the finite-domain classification to certain
tame classes of infinite structures.

Complexity transfer is also the topic of the present article; however, we transfer classification
results not from finite structures to classes of infinite structures, but between classes of infinite struc-
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tures. The key to systematically relating many classes of infinite structures are various product con-
structions, and logical interpretations. Examples are Allen’s Interval Algebra [All83] from temporal
reasoning, which has a first-order interpretation in (Q;<), or the rectangle algebra [Gue89, MJ90]
and the r-dimensional block algebra [BCdC02], which can be obtained as products of Allen’s Interval
Algebra. These links extend to links between fragments of the respective formalisms. In order to
also establish links between the complexity of the respective CSPs, the logical interpretations must
use primitive positive formulas, rather than full first-order logic. There are various notions of prod-
ucts of constraint formalisms that have been studied in the literature; see [WW09, BS03]. In this
article we use a certain product of structures known as the algebraic product ; it has the advantage
that it corresponds to the product of the respective polymorphism clones, which is essential for the
universal algebraic approach.

Contributions

This article contains both theoretical results and applications of these results to well-studied for-
malisms and open problems in the area. Our first main technical contribution is a complete com-
plexity classification for the CSPs of first-order expansions of (Q;<) ⊠ (Q;<), i.e., the algebraic
product of (Q;<) with itself. This result can then be generalised to first-order expansions of fi-
nite algebraic powers of (Q;<), denoted by (Q;<)(n). In the proof we use known results about
first-order expansions of (Q;<) combined with a mix of algebraic and of logical arguments. On
the algebraic side, we use the fact that the polynomial-time first-order expansions of (Q;<) have
certain polymorphisms. On the logic side, we use highly informative descriptions of the relations of
the templates using syntactically restricted forms of first-order logic. This combination of methods
turned out to be very powerful in our setting. We believe that combining algebraic and syntactic
arguments will be fruitful for analysing first-order expansions of products of other structures.

Together with a general classification transfer result from [Bod21], we then obtain a sequence
of new complexity classification results for classes of CSPs that have been studied in temporal and
spatial reasoning. We derive our applications in two steps: we first derive classification results for
structures with relations of arbitrary arity. With little extra effort, we then obtain stronger results
for the special case that all relations are binary: binary relations have been studied most intensively
in the AI literature.

Templates with relations of unrestricted arity. We determine the complexity of the CSP
for first-order expansions of the basic relations in three influential formalisms for spatio-temporal
reasoning: Allen’s Interval Algebra [All83], the Block Algebra [BCdC02], and the Cardinal Direc-
tion Calculus [Lig98b]. In these particular cases, our results show that the so-called infinite-domain
tractability conjecture for reducts of finitely bounded homogeneous structures [BPP21] holds. The
conjecture states that such a structure has a polynomial-time tractable CSP unless the structure
admits a primitive positive interpretation of a structure which is homomorphically equivalent to
K3, the clique with three vertices (note that the CSP for the template K3 is the 3-colourability
problem, which is a well-known NP-complete problem). All the classes of infinite structures dis-
cussed so far are first-order interpretable over (Q;<) and it can be shown that they fall into the
scope of this conjecture (see, for instance, Theorem 4 from [MP21], Lemma 3.5.4 and Proposi-
tion 4.2.19 from [Bod21], and Lemma 3.8 from[BOP18]). Interestingly, the structures we treat here
are notoriously difficult for the methods underpinning second-generation classification results: e.g.,
the unique interpolation property usually fails in this context [BB21].

To make progress with proving the infinite-domain tractability conjecture, one strategy is to
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verify it on larger and larger classes of structures. Highly useful restrictions on classes of interesting
structures come from model theory. The concept of stability and NIP (i.e. not having Shelah’s
independence property [She71]) are central concepts in model theory (see, e.g., [Sim15, Che19]).
We would like to stress the particular role of structures with a first-order interpretation over
(Q;<) in this context. All of these structures are NIP. Moreover, it is known that every homo-
geneous structure with a finite relational signature which is stable has a first-order interpretation
in (Q;<) [Lac92]. Therefore, a complexity classification for CSPs of structures with a first-order
interpretation in (Q;<) would be an important step forward concerning the tractability conjecture.
Our results represent a step towards this goal.

Templates with binary relations. Our results concerning first-order expansions of (Q;<)(n)

can be specialised to the case when only binary relations are allowed. If D is such a structure,
then our results imply that CSP(D) is in P if and only if every relation in D can be defined
by an Ord-Horn formula [NB95]. This allows us to answer several open questions from the AI
literature. In particular, we solve an open problem from 2002 about the n-dimensional cardinal
direction calculus [BC02] (Section 6.1), an open problem from 1999 about fragments of the rectangle
algebra [BCdC99] (Theorem 78) and an open problem from 2002 about the n-dimensional block
algebra [BCdC02] (Theorem 80). We can also answer a question in the last paper about integration
of the tractable cases into tractable formalisms that can also handle metric constraints; see the
discussion at the end of Section 6.3. Finally, we obtain short new proofs of known results about
reducts of Allen’s Interval Algebra (Section 6.2). Our results typically answer more general questions
than those asked in the publications above.

Outline

The structure of the article is as follows. Section 2 contains the basic concepts that are needed
for a formal definition of the CSPs, and some facts about constraint satisfaction problems and
their computational complexity. Section 3 contains the definition of the algebraic product together
with some related results. In Section 4, we study (Q;<)(n), and this ultimately provides us with a
complexity classification of the CSP for first-order expansions of (Q;<)(n). We additionally study
the restriction to binary signatures in this section, i.e., signatures where all relations have arity
at most two. The next section is devoted to a condensed introduction to complexity classification
transfer. Thereafter, we combine the complexity results for (Q;<)(n) with complexity classification
transfer in order to analyse various spatio-temporal formalisms in Section 6. We conclude the
article with a brief discussion of the results together with some possible future research directions
(Section 7).

Some of the results of the present article have been announced in a conference paper [BJMM18].
However, one of the central proofs (Lemma 2) is not correct. The proof in the present article is
entirely new; in particular, the syntactic approach to analysing first-order expansions of products
mentioned above did not appear in the old approach.

2 Constraint Satisfaction Problems

In this section we introduce basic concepts that are needed for a formal definition of the class
of constraint satisfaction problems (CSP) together with some basic facts about CSPs and their
computational complexity.
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2.1 Basic Definitions

Let τ be a relational signature, i.e., a set of relation symbols R, each equipped with an arity k ∈ N.
A τ-structure A consists of a set A, called the domain of A, and a relation RA ⊆ Ak for each relation
symbol R ∈ τ of arity k. A structure is called finite if its domain is finite. Relational structures are
often written like (A;RA

1 , R
A
2 , . . . ), with the obvious interpretation; for example, (Q;<) denotes the

structure whose domain is the set of rational numbers Q and which carries a single binary relation
< which denotes the usual strict order of the rationals. Sometimes, we do not distinguish between
the symbol R for a relation and the relation RA itself. Let A be a τ -structure and let A′ be a
τ ′-structure with τ ⊆ τ ′. If A and A′ have the same domain and RA = RA

′

for all R ∈ τ , then A

is called a τ -reduct (or simply reduct) of A′, and A′ is called a τ ′-expansion (or simply expansion)
of A. If R is a relation over the domain of B, then we let (A;R) denote the expansion of A by R.

We continue by introducing some logical terminology and machinery. We refer the reader
to [Hod97] for an introduction to first-order logic. We say that a structure B has quantifier
elimination if every first-order formula is equivalent to a quantifier-free formula over B. Every
quantifier-free formula can be written in conjunctive normal form (CNF), i.e., as a conjunction
of disjunctions of literals, i.e., atomic formulas or their negations. A disjunction of literals is also
called a clause.

Let B denote a τ -structure. If ψ is a sentence (i.e. a first-order formula without free variables),
then we write B |= ψ to denote that B is a model of (or satisfies) ψ. One can use first-order
formulas over the signature τ to define relations over B: if φ(x1, . . . , xn) is a first-order τ -formula
with free variables x1, . . . , xn, then the relation defined by φ over B is the relation {(b1, . . . , bn) ∈
Bn | B |= φ(b1, . . . , bn)}. A first-order τ -formula is preserved by a map between two τ -structures A
and B if it preserves the relation defined by the formula in these structures. A first-order expansion
of A is a structure A′ augmented by relations that are first-order definable in A. We sometimes say
that A′ is above A if A′ is a first-order expansion of A. A first-order reduct of A is a reduct of a
first-order expansion of B

If A and B are τ -structures, then a homomorphism from A to B is a function h : A → B
that preserves all the relations, that is, if (a1, . . . , ak) ∈ RA, then (h(a1), . . . , h(ak)) ∈ RB. The
structures A and B are called homomorphically equivalent if there exists a homomorphism from A

to B and a homomorphism from B to A. Relational structures might have an infinite signature;
however, to avoid representational issues and for simplicity we restrict ourselves to finite signatures
in the following definition.

Definition 1 (CSPs). Let τ be a finite relational signature and let B be a τ -structure. The
constraint satisfaction problem for B, denoted by CSP(B), is the computational problem of deciding
for a given finite τ -structure A whether A has a homomorphism to B or not.

Note that this definition of constraint satisfaction problems can be used even if B is an infinite
structure. Also note that homomorphically equivalent structures have the same CSP.

Example 2. The structure ({0, 1, 2}; 6=) is denoted by K3. The problem CSP(K3) is the three-
colorability problem for graphs. The input is a structure with a single binary relation, representing
edges in a graph (ignoring the orientation); homomorphisms from this graph to K3 correspond
precisely to the proper 3-colorings of the graph.
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2.2 Primitive Positive Constructions

Three central concepts in the complexity analysis of CSPs are primitive positive definitions, prim-
itive positive interpretations, and primitive positive constructions. The three concepts are increas-
ingly powerful. Their definitions build on each other and will be recalled here for the convenience
of the reader.

An atomic τ-formula is a formula of the form x = y, R(x1, . . . , xn), or the form ⊥, where
x1, . . . , xn, x, y are variables, R is a symbol from τ , and ⊥ is a symbol that stands for ‘false’. A
primitive positive τ-formula is a formula φ(x1, . . . , xn) with free variables x1, . . . , xn of the form

∃y1, . . . , yl(ψ1 ∧ · · · ∧ ψm)

where ψ1, . . . , ψk are atomic τ -formulas over the variables x1, . . . , xn, y1, . . . , yl. Two relational
structures A and B are called

• (primitively positive) interdefinable if they have the same domain A = B, and if every relation
of A is (primitively positively) definable in B and vice versa.

• (primitively positively) bi-definable if B is isomorphic to a structure that is (primitively pos-
itively) interdefinable with A.

We will now turn our attention towards methods for complexity analysis.

Lemma 3 ([Jea98]). Let A and B be structures with finite relational signatures and the same
domain. If every relation of A has a primitive positive definition in B, then there is a polynomial-
time reduction from CSP(A) to CSP(B).

Primitive positive definability can be generalised as follows.

Definition 4 (Interpretations). A (primitive positive) interpretation of a structure C in a structure
B is a partial surjection I from Bd to C, for some finite d ∈ N called the dimension of the
interpretation, such that the preimage of a relation of arity k defined by an atomic formula in C,
considered as a relation of arity dk over B, is (primitively positively) definable in B; in this case,
we say that C is (primitively positively) interpretable in B.

Primitive positive interpretations preserve the complexity of CSPs in the following way.

Proposition 5 (see, e.g., Theorem 3.1.4 in [Bod21]). Let B and C be structures with finite rela-
tional signatures. If C has a primitive positive interpretation in B, then there is a polynomial-time
reduction from CSP(C) to CSP(B).

Example 6. Let I be the set of all pairs (x, y) ∈ Q2 such that x < y; i.e., I might be viewed as
the set of all closed intervals [a, b] of rational numbers. Let m be the binary relation over I that
contains all pairs ((a1, a2), (b1, b2)) such that a2 = b1. Then the structure (I;m) has a primitive
positive interpretation (of dimension 2) in (Q;<):

• The preimage of the relation defined by the atomic formula a = b is defined by the formula
a1 = b1 ∧ a2 = b2 ∧ a1 < a2.

• The preimage of the relation defined by the atomic formula m(a, b) is defined by the formula
a1 < a2 ∧ a2 = b1 ∧ b1 < b2;

7



Basic relation Example Endpoints

X precedes Y p XXX X+ < Y −

Y preceded by X p` YYY

X meets Y m XXXX X+ = Y −

Y is met by X m` YYYY

X overlaps Y o XXXX X− < Y − ∧
YYYY Y − < X+ ∧

Y overlapped by X o` X+ < Y + ∧
X during Y d XX X− > Y − ∧
Y includes X d` YYYYYY X+ < Y +

X starts Y s XXX X− = Y − ∧
Y started by X s` YYYYYY X+ < Y +

X finishes Y f XXX X+ = Y + ∧
Y finished by X f` YYYYYY X− > Y −

X equals Y ≡ XXXX X− = Y − ∧
YYYY X+ = Y +

Table 1: Basic relations in the interval algebra.

It is straightforward to adapt the construction above to atomic formulas that are obtained by
variable identification by using the equality relation. Proposition 5 implies that CSP(I;m) is in P
since CSP(Q;<) is in P.

Example 7. The interval algebra [All83] is a formalism that is both well-known and well-studied
in AI. It can be viewed as a relational structure with the domain I introduced in Example 6 and
a binary relation symbol for each binary relation R ⊆ I2 such that the relation {(a1, a2, b1, b2) |
((a1, a2), (b1, b2)) ∈ R} is first-order definable in (Q;<). We let IA denote this structure and we
let ⊤ denote the relation which holds for all pairs of intervals. Clearly, Allen’s Interval Algebra has
a 2-dimensional interpretation in (Q;<), but not a primitive positive interpretation.

The basic relations of Allen’s Interval Algebra are the 13 relations defined in Table 1: we let
IA

b be the corresponding structure. If I = [a, b] ∈ I, then we write I− for a and I+ for b. It is
well-known that all the basic relations of Allen’s Interval Algebra have a primitive positive definition
over (I;m) [AH85]. We conclude that CSP(IAb) is in P since CSP(I;m) is in P by the previous
example.

We finally define primitive positive constructions. We will not use such constructions in our
proofs but it is used in the statement of Theorem 11 and, thus, in the formulation of the infinite-
domain tractability conjecture.

Definition 8 (Primitive positive constructions). A structure C has a primitive positive construction
in B if C is homomorphically equivalent to a structure C′ with a primitive positive interpretation
in B.

Lemma 9. Let B and C be structures with finite relational signature. If C has a primitive positive
construction in B, then there is a polynomial-time reduction from CSP(C) to CSP(B).

Proof. An immediate consequence of Proposition 5 since homomorphically equivalent structures
have the same CSP.
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2.3 Model Theory and Algebra

This section collects some basic terminology and facts from model theory and algebra. The set
of all first-order τ -sentences that are true in a given τ -structure A is called the first-order theory
of A. A countable structure A is ω-categorical if all countable models of the first-order theory of
A are isomorphic. The structure (Q;<), and all structures with an interpretation in (Q;<), are
ω-categorical: for the structure (Q;<), this was shown by Cantor who proved that all countable
dense and unbounded linear orders are isomorphic. All structures that we encounter in the later
parts of this article are ω-categorical.

An automorphism of a structure A is a permutation α of A such that both α and its inverse are
homomorphisms. The set of all automorphisms of a structure A is denoted by Aut(A), and forms
a group with respect to composition; the neutral element of the group is the identity map which is
denoted by idA. The set of all permutations of a set A is called the symmetric group and denoted
by Sym(A). Clearly, Sym(A) equals Aut(A; =).

The orbit of (a1, . . . , an) ∈ An in Aut(A) is the set {(α(a1), . . . , α(an)) | α ∈ Aut(A)}. A
countable structure A is ω-categorical if and only if Aut(A) is oligomorphic, i.e., has only finitely
many orbits of n-tuples, for all n ≥ 1 [Hod97, Theorem 6.3.1]. This implies that structures with
a first-order interpretation in an ω-categorical structure are ω-categorical [Hod97, Theorem 6.3.6].
In particular, first-order reducts of ω-categorical structures are again ω-categorical. It also follows
that first-order expansions of ω-categorical structures B are ω-categorical themselves since such
relations are preserved by all automorphisms of B. In an ω-categorical structure B, a relation is
preserved by all automorphisms of B if and only if it is first-order definable in B (see, e.g., [Bod21,
Theorem 4.2.9]).

Another important property of (Q;<) is called homogeneity. An embedding from A to B is an
injective homomorphism e from A to B which also preserves the complement of each relation, i.e.,
(a1, . . . , ak) ∈ RA if and only if (f(a1), . . . , f(ak)) ∈ RB. A τ -structure A is called a substructure
of B if A ⊆ B and the identity map idA is an embedding from A to B. Now, a relational
structure is called homogeneous (or sometimes ultrahomogeneous) if every isomorphism between
finite substructures can be extended to an automorphism of the structure [Hod97, p. 160]. An ω-
categorical structure B is homogeneous if and only if B has quantifier elimination [Hod97, Theorem
6.4.1].

We have seen that a relation R is first-order definable in an ω-categorical structure B if and
only if it is preserved by all automorphisms of B. Similarly, the question whether a given relation
is primitively positively definable in B can be studied using polymorphisms. A polymorphism of a
structure B is a homomorphism from Bk to B. Here, the structure Bk denotes the k-fold direct
product structure B×· · ·×B; more generally, if B1, . . . ,Bk are τ -structures, then C = B1×· · ·×Bk

is defined to be the τ -structure with domain B1 × · · · ×Bk and for every R ∈ τ of arity m we have

RC = {((a1,1, . . . , a1,k), . . . , (am,1, . . . , am,k)) ∈ Cm |

(a1,1, . . . , am,1) ∈ RB1 , . . . , (a1,k, . . . , am,k) ∈ RBk}.

The set of all polymorphisms of a structure B is denoted by Pol(B). Endomorphisms are a special
case of polymorphisms with k = 1: an endomorphism of a structure B is thus a homomorphism
from B to itself. The set of all endomorphisms of B is denoted by End(B). For every i ≤ n,
the i-th projection of arity n is the operation πn

i defined by πn
i (x1, . . . , xn) := xi. The set of all

polymorphisms of a structure B forms an (operation) clone: it is closed under composition and
contains all projections. Moreover, an operation clone C on a set B is a polymorphism clone of a
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relational structure if and only if the operation clone is closed, i.e., for each k ≥ 1 the set of k-ary

operations in C is closed with respect to the product topology on BBk

where B is taken to be
discrete (see, e.g., Corollary 6.1.6 in [Bod21]).

An operation clone C is called oligomorphic if the permutation group G of invertible unary maps
in C is oligomorphic. A relation R ⊆ Bn is preserved by all polymorphisms of an ω-categorical
structure B if and only if R has a primitive positive definition in B [BN06]. It follows that two
ω-categorical relational structures with the same domain have the same polymorphisms if and only
if they are primitively positively interdefinable. If F ⊆ C , we write

• 〈F 〉 for the smallest subclone of C which contains F , and

• F for the smallest (locally, or topologically) closed subset of C that contains F : that is, F

consists of all operations f such that for every finite subset S of the domain there exists an
operation g ∈ F which agrees with f on S.

If σ : {1, . . . , n} → {1, . . . , k} and f ∈ C has arity n, then we write fσ for the operation
f(πk

σ(1), . . . , π
k
σ(n)) which maps (x1, . . . , xk) to f(xσ(1), . . . , xσ(n)). Let C1 and C2 be two clones and

let ξ be a function from C1 to C2 that preserves the arities of the operations. Then ξ is

• a clone homomorphism if for all f ∈ C1 of arity n and g1, . . . , gn ∈ C1 of arity k we have

ξ(f(g1, . . . , gn)) = ξ(f)(ξ(g1), . . . , ξ(gn))

and ξ(πn
i ) = πn

i for all i ≤ n.

• minor preserving if for all f ∈ C1 of arity n and σ : {1, . . . , n} → {1, . . . , k}

ξ(fσ) = ξ(f)σ.

• uniformly continuous if for every finite subset F of the domain of C2 there exists a finite
subset G of the domain of C1 such that and for every n ≥ 1 and all f, g ∈ C1 of arity n, if
f |Gn = g|Gn , then ξ(f)|Fn = ξ(g)|Fn .

Note that trivially, every clone homomorphism is minor-preserving. Uniformly continuous clone
homomorphims naturally arise from interpretations.

Lemma 10 ([BP15b]). If C has a primitive positive interpretation in B then Pol(B) has a uniformly
continuous clone homomorphism to Pol(C).

The relevance of minor-preserving maps for the complexity of constraint satisfaction is witnessed
by the following theorem.

Theorem 11 ([BOP18]). If B is an ω-categorical structure and C is a finite structure, then C has
a primitive positive construction in B if and only if Pol(B) has a uniformly continuous minor-
preserving map to Pol(C).

Note that Theorem 11 in combination with Lemma 9 implies the following.

Corollary 12. Let B be an ω-categorical structure and suppose that Pol(B) has a uniformly con-
tinuous minor-preserving map to Pol(K3). Then B has a finite-signature reduct whose CSP is
NP-hard.
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The infinite-domain tractability conjecture states that for reducts of finitely bounded homoge-
neous structures, and if P 6= NP, then the condition given in Corollary 12 is not only sufficient,
but also necessary for NP-hardness [BPP21]. Note that CSPs of reducts of finitely bounded ho-
mogeneous structures are always in NP (see, e.g., Proposition 2.3.15 in [Bod21]). The conjecture
has also interesting algebraic interpretations in line with the dichotomy for CSPs of finite struc-
tures [BP16, BKO+19, BOP18]. An operation f : Bk → B is called a weak near unanimity operation
if for all x, y ∈ B the operation f satisfies

f(y, x, . . . , x) = f(x, y, . . . , x) = · · · = f(x, . . . , x, y).

If C is a clone on a finite domain B without a minor-preserving map to Pol(K3), then C contains
a weak near unanimity operation [MM08]. A potential generalisation of this fact to polymorphism
clones of ω-categorical structures B involves the concept of a pseudo weak near unanimity (pwnu)
polymorphism, i.e., a polymorphism f of arity at least two such that there are endomorphisms
e1, . . . , ek of B such that for all x, y ∈ B

e1(f(y, x, . . . , x)) = e2(f(x, y, . . . , x)) = · · · = ek(f(x, . . . , x, y)). (1)

We note that all of the polynomial-time tractability conditions that we prove in this article
can be phrased in terms of the existence of pwnu polymorphisms. It is not known whether ev-
ery polymorphism clone of a reduct of a finitely bounded homogeneous structure that does not
have a uniformly continuous minor-preserving map to Pol(K3) contains a pwnu (see Question 21
in [Bod21]). Note that clone homomorphisms preserve identities such as (1), and it follows from
Lemma 10 that first-order interpretations preserve the existence of pwnu polymorphisms. The
same is not true for minor-preserving maps instead of clone homomorphisms. However, we have
the following; it uses the assumption that Aut(B) = End(B) which is equivalent to B being a
model-complete core (see, e.g., [Bod21, Section 4.5]).

Lemma 13. Let C be a homogeneous structure with finite relational signature and let B be a
first-order reduct of C with a pwnu polymorphism. If Aut(B) = End(B), then B does not have a
uniformly continuous minor-preserving map to Pol(K3).

Proof. The assumptions imply that we may apply Corollary 3.6 in [BKO+19]. Hence, B has
a uniformly continuous minor-preserving map to Pol(K3) if and only if there exist n ∈ N and
c1, . . . , cn ∈ B such that the clone Pol(B, {c1}, . . . , {cn}) has a continuous clone homomorphism to
Pol(K3). But if B has a pwnu polymorphism, then so does every expansion of B by finitely many
unary singleton relations (Proposition 10.1.13 in [Bod21]). Since clone homomorphisms preserve
the existence of pwnu polymorphisms and K3 does not have such a polymorphism (see, e.g., [Bod21,
Proposition 6.1.43]), the statement follows.

3 Algebraic Products

We devote this section to presenting the algebraic product and for studying some of its properties:
Section 3.1 contains the definition together with some elementary facts while Section 3.2 describes
connections with i-determined clauses (that we introduce in Section 3.1). The algebraic product
has been studied in the past. For instance, Greiner [Gre21] uses it for studying CSPs of combina-
tions of structures or background theories (a topic we will touch upon in Section 7), Baader and
Rydval [BR20] use it for analysing the complexity of description logics, and Bodirsky [Bod21] uses
it in connection with Ramsey structures.
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3.1 Basic Properties

The algebraic product is defined as follows.

Definition 14. Let A1 and A2 be structures with signature τ1 and τ2, respectively. Then the
algebraic product A1 ⊠ A2 is the structure with domain A1 × A2 which has for every atomic τ1-
formula φ(x1, . . . , xk) the relation

{((u1, v1), . . . , (uk, vk)) | A1 |= φ(u1, . . . , uk)}

and analogously for every atomic τ2-formula φ the relation

{((u1, v1), . . . , (uk, vk)) | A2 |= φ(v1, . . . , vk)}.

The relation symbol for the atomic τi-formula x = y will be denoted by =i. Clauses over the
signature of A1 ⊠ A2 where all atomic formulas are built from symbols that have been introduced
for atomic τi-formulas are called i-determined.

Remark 15. We note that the algebraic product preserves some of the important fundamental
properties of structures. For example, if A1 and A2 are homogeneous, then so is A1⊠A2 (Proposition
4.2.19 in [Bod21]), and if A1 and A2 are ω-categorical, then so is A1 ⊠ A2.

We define the n-fold algebraic product A1⊠ · · ·⊠An in the natural way together with the n-fold
algebraic power

A
(n) := A⊠ · · ·⊠ A

︸ ︷︷ ︸

n times

.

The forthcoming definitions and statements in this section are presented for the binary product,
but they can easily be generalised to n-fold algebraic products. We continue by studying the
polymorphism clone of A1 ⊠ A2. For i ∈ {1, 2}, let Ci be a clone of operations on a set Ai. If
f1 ∈ C1 and f2 ∈ C2 both have arity k, then we write (f1, f2) for the operation on A1 × A2 given
by

((a1, b1), . . . , (ak, bk)) 7→ (f1(a1, . . . , ak), f2(b1, . . . , bk)).

The direct product C1 × C2 of C1 and C2 is the clone D on the set A1 × A2 whose operations
of arity k consist of the set of all operations (f1, f2) where fi ∈ Ci is of arity k. Note that this
generalises the usual definition of direct products of permutation groups. If C1 = C2 = C then D is
called a direct power and we write C 2 instead of C × C . Note that the function θi : C1 × C2 → Ci

given by (f1, f2) 7→ fi is a uniformly continuous minor-preserving map. Also note that if C1 and
C2 are oligomorphic, then so is C1 × C2.

The following proposition is one of the important features of the algebraic product. We present
it for two-fold algebraic products but it can obviously be generalised to the n-fold case.

Proposition 16. For all structures A1 and A2 we have

Pol(A1 ⊠ A2) = Pol(A1) × Pol(A2).

Likewise, we have End(A1 ⊠ A2) = End(A1) × End(A1) and Aut(A1 ⊠ A2) = Aut(A1) × Aut(A2).

Proof. If fi ∈ Pol(Ai), for i ∈ {1, 2}, then clearly (f1, f2) preserves all relations of A1 ⊠ A2.
Conversely, let f ∈ Pol(A1 ⊠ A2). Pick a ∈ A2 and define f1(x1, . . . , xn) := f((x1, a), . . . , (xn, a))1.
Since f preserves =1, this definition does not depend on the choice of a ∈ A2. Note that f1 ∈
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Pol(A1). The function f2 ∈ Pol(A2) is defined analogously, with the roles of 1 and 2 swapped.
Finally, note that f = (f1, f2). The statement for endomorphisms and automorphisms of algebraic
product structures is analogous.

Under fairly general assumptions on C it holds that θi(C ), for i ∈ {1, 2}, is closed.

Proposition 17. Let A1 and A2 be countable ω-categorical structures and let C ⊆ Pol(A1⊠A2) be a
closed set of operations on A1×A2. If C contains αf for every f ∈ C and every α ∈ Aut(A1⊠A2),
then θ1(C ) and θ2(C ) are closed.

Proof. It suffices to show the statement for i = 1. Let f ∈ θ1(C ) be of arity k. Fix an enumeration
p0, p1, . . . of A1 and an enumeration q0, q1, . . . of A2. Then for every n ∈ N there exists gn ∈ Pol(C )
such that θ1(gn)|{p0,...,pn}k = f |{p0,...,pn}k . In the proof we use Kőnig’s tree lemma: if T is a rooted
tree with an infinite number of nodes and each node has a finite number of children, then T contains
a branch of infinite length. To define the tree T , let Sn := {p0, . . . , pn} × {q1, . . . , qn} and consider
the functions F :=

⋃

n∈N Fn where

Fn := {gm|Sk
n
| m ∈ N}.

For h1, h2 ∈ F define h1 ∼ h2 if there exists α ∈ Aut(A1 ⊠A2) such that h1 = αh2. The vertices of
the tree T that we consider here are the equivalence classes of the equivalence relation ∼. The edges
of T are defined as follows: if h1 ∈ Fℓ is the restriction of h2 ∈ Fℓ+1, then the equivalence class of
h1 and the equivalence class of h2 are linked by an edge. Clearly the tree thus defined is infinite,
and by the oligomorphicity of Aut(A1 ⊠A2) there are finitely many ∼-classes on Fℓ, which implies
that each vertex in T has finitely many neighbours. Kőnig’s tree lemma implies the existence of an
infinite path in the tree; using the assumption that C is closed it is straightforward to obtain from
the infinite path an operation g ∈ C such that θ1(g) = f .

Another important feature of the algebraic product is that it preserves certain computational
properties.

Proposition 18. For i ∈ {1, 2}, let Ai be a countable ω-categorical structure with finite relational
signature τi. If both CSP(A1) and CSP(A2) are in P, then CSP(A1 ⊠ A2) is in P.

Proof. Without loss of generality, we may assume that the signatures τ1 and τ2 are disjoint and
that A1 ⊠ A2 is a (τ1 ∪ τ2)-structure. Let C be an instance of CSP(A1 ⊠ A2). For i ∈ {1, 2}, let Ci

be the τi-reduct of C. For each i ∈ {1, 2}, run an algorithm for CSP(Ai) on the input Ci. Accept
the instance C if and only if both algorithms accept.

Corollary 19. Let A1,A2,B be countable ω-categorical structures with finite relational signature
such that Pol(B) contains Pol(A1)×Pol(A2). If both CSP(A1) and CSP(A2) are in P, then CSP(B)
is in P, too.

Proof. Since Pol(B) contains Pol(A1) × Pol(A2) = Pol(A1 ⊠ A2), all relations of B are primitively
positively definable in A1 ⊠ A2. Hence, there is a polynomial-time reduction from CSP(B) to
CSP(A1 ⊠ A2) by Lemma 3 so CSP(B) is in P by Proposition 18.

We finish this section by a lemma that enables us to use Lemma 13 for first-order expansions
of algebraic products.
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Lemma 20. For i ∈ {1, . . . , n}, let Ai be a structure such that Aut(Ai) = End(Ai). If B is a
first-order expansion of A1 ⊠ · · ·⊠ An, then Aut(B) = End(B).

Proof. Clearly, Aut(B) ⊆ End(B). The converse inclusion also holds since

End(B) ⊆ End(A1 ⊠ · · ·⊠ An) = End(A1) × · · · × End(An) (Proposition 16)

= Aut(A1) × · · · × Aut(An)

= Aut(A1) × · · · × Aut(An)

= Aut(A1 ⊠ · · ·⊠ An) (Proposition 16)

= Aut(B).

Lemma 20 holds, for instance, for the structure (Q;<) ⊠ (Q;<) since Aut(Q;<) is equal to
End(Q;<): every endomorphism of (Q;<) is injective and preserves the complement of <, and
by the homogeneity of (Q;<) every restriction of an endomorphism to a finite subset of Q can be
extended to an automorphism of (Q;<).

3.2 i-Determined Clauses

In the complexity analysis of first-order expansions of algebraic products A1 ⊠A2, we would like to
use as much information about first-order expansions of A1 and of A2 as possible; in this context, i-
determined clauses are of particular relevance. In this section we collect several general observations
about definability by (conjunctions of) i-determined clauses. Throughout this section, let Ai be a
τi-structure for i ∈ {1, 2}.

We begin by making a definition. If φ is a conjunction of i-determined clauses over A1 ⊠ A2,
then we let φ̂ denote the τi-formula obtained from replacing each atomic formula R(x1, . . . , xk) by
ψ(x1, . . . , xk) where ψ is the atomic τi-formula for which R has been introduced in A1 ⊠ A2.

Lemma 21. Let f ∈ Pol(A1 ⊠ A2). A conjunction of i-determined clauses φ is preserved by f if

and only if φ̂ is preserved by θi(f).

Proof. Let x1, . . . , xm be the free variables of φ. Let ((a1,11 , a1,12 ), . . . , (ak,m1 , ak,m2 )) ∈ (A1 ×A2)k×m

and let f be of arity k. For j ∈ {1, . . . , k}, the tuple ((aj,11 , aj,12 ), . . . , (aj,m1 , aj,m2 )) satisfies φ in

A1 ⊠ A2 if and only if (aj,1i , . . . , aj,mi ) satisfies φ̂ in Ai. Likewise,

(
f((a1,11 , a1,12 ), . . . , (ak,11 , ak,12 )), . . . , f((a1,m1 , a1,m2 ), . . . , (ak,m1 , ak,m2 ))

)

satisfies φ in A1⊠A2 if and only if
(
θi(f)(a1,1i , . . . , ak,1i ), . . . , θi(f)(a1,mi , . . . , ak,mi )

)
satisfies φ̂ in Ai.

This implies the statement.

We continue by analysing the polymorphisms of first-order expansion of A1⊠A2 and definability
via i-determined clauses. The proof is based on reduced formulas: a quantifier-free formula φ in
CNF is called reduced if all formulas obtained from φ by removing one of the literals from one of
the clauses in the formula are not equivalent to φ. Clearly, every formula is equivalent to a reduced
formula. Reduced formulas φ have the property that for every literal in φ there exists a satisfying
assignment for φ that satisfies the literal, but satisfies no other literal of the same clause. Reduced
formulas are useful in many contexts and we will encounter them repeatedly in the sequel.
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Lemma 22. Suppose that A1 and A2 are structures with quantifier elimination and let B be a
first-order expansion of A1 ⊠ A2. Then, the following are equivalent.

1. Every relation of B has a definition by a conjunction of clauses each of which is either 1-
determined or 2-determined.

2. Pol(B) = θ1(Pol(B)) × θ2(Pol(B)).

3. Pol(B) contains (π2
1 , π

2
2).

The implication from 1 to 2 and from 2 to 3 also hold without the assumption that A1 and A2 have
quantifier elimination.

Proof. 1 ⇒ 2. Clearly, Pol(B) ⊆ θ1(Pol(B)) × θ2(Pol(B)). To prove the converse inclusion, let
g1, g2 ∈ Pol(B) be of arity k and let φ be a formula that defines an m-ary relation of B. We
claim that (θ1(g1), θ2(g2)) preserves φ. Let t1 = (t11, . . . , t

1
m), . . . , tk = (tk1 , . . . , t

k
m) ∈ Bm be tuples

that satisfy φ in B. Let ψ be a conjunct of φ; then ψ is i-determined, for some i ∈ {1, 2}. Since
gi ∈ Pol(B) we have that gi(t

1, . . . , tk) satisfies ψ. Since for every j ∈ {1, . . . ,m} we have

gi(t
1
j , . . . , t

k
j )i = (θ1(g1), θ2(g2))(t1j , . . . , t

k
j )i

and ψ is i-determined, we have that (θ1(g1), θ2(g2))(t1, . . . , tk) satisfies ψ as well. This implies
that (θ1(g1), θ2(g2)) preserves φ and shows that every operation in θ1(Pol(B)) × θ2(Pol(B)) is a
polymorphism of B.

2 ⇒ 3. Trivial.

3 ⇒ 1. We show the contrapositive. Arbitrarily choose a relation R in B. By assumption, R
has a quantifier-free first-order definition φ in A1 ⊠ A2 and we may additionally assume that φ is
written in reduced CNF. Suppose for contradiction that φ contains a clause which is neither 1- nor
2-determined, i.e., a clause ψ that contains a τ1-literal ψ1 and a τ2-literal ψ2. By the assumption
that φ is reduced, φ has for every i ∈ {1, 2} a satisfying assignment αi such that αi satisfies ψi and
does not satisfy all other literals of ψ. But then x 7→ (π2

1 , π
2
2)(α2(x), α1(x)) satisfies none of the

literals of ψ, and hence (π2
1 , π

2
2) is not in Pol(B).

The final result in this section connects primitive positive definability and i-determined clauses.
We will first (in Lemmas 23—25) prove a restricted result for A1 ⊠A2 and then extend it to n-fold
products A1⊠ · · ·⊠An in Corollary 26. We use it for defining conjunction replacement and verify its
properties; this concept is important in our algorithmic results (see Propositions 58 and 63). The
proof exploits the so-called wreath product, which is a central group-theoretic construction. Let us
denote A1 ⊠A2 by A. The wreath product will be used for concisely describing the automorphism
group of A∗j , where A∗j, j ∈ {1, 2}, denotes the structure with domain A1 × A2 that contains all
relations that are defined by a j-determined clause. If G is a permutation group on A1 and H is a
permutation group on A2, then the action of the (unrestricted) wreath product G⋉HA1 on A1×A2

is the permutation group

{(a1, a2) 7→ (α(a1), βa1
(a2)) | α ∈ G, βa1

∈ H for every a1 ∈ A1}.

Lemma 23. For any structures A1 and A2, let A denote A1 ⊠ A2. Then it holds that

Aut(A∗1) = Aut(A1) ⋉ Sym(A2)A1

and if A1 is homogeneous then so is A∗1. The analogous statements hold for A∗2.
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Proof. To show that Aut(A1)⋉Sym(A2)A1 ⊆ Aut(A∗1), let ψ(x1, . . . , xm) be a 1-determined clause
and let ((s1, t1), . . . , (sm, tm)) be a tuple that satisfies ψ; i.e., there exists an atomic τ1-formula φ
such that (s1, . . . , sm) satisfies φ. For α ∈ Aut(A1) and βs1 , . . . , βsm ∈ Sym(A2), note that

((α(s1), βs1(t1)), . . . , (α(sm), βsm(tm)))

satisfies ψ since (α(s1), . . . , α(sm)) satisfies φ.
To show that Aut(A∗1) ⊆ Aut(A1) ⋉ Sym(A2)A1 , let γ ∈ Aut(A∗1). Arbitrarily fix t ∈ A2.

The operation γ preserves =1 so the operation α defined by s 7→ γ((s, t))1 is well-defined and it is
an automorphism of A1. The operation γ is bijective so for every s ∈ A1, the map βs defined by
t 7→ γ(s, t)2 is a member of Sym(A2). Since γ equals the map that sends (s, t) to (α(s), βs(t)), this
shows that γ ∈ Aut(A1) ⋉ Sym(A2)A1 .

Now suppose that A1 is homogeneous. Let α be an isomorphism between m-element substruc-
tures of A∗1

1 that maps (sj , tj) to (s′j , t
′
j) for j ∈ {1, . . . ,m} and m ∈ N. Note that if sj = sk,

then s′j = s′k because α must preserve the relation =1. Hence, the map α1 that sends sj to s′j
is a well-defined map between finite subsets of A1. Moreover, since α preserves all i-determined
clauses, the map α1 is in fact an isomorphism between finite substructures of A1, and hence can be
extended to an automorphism β of A1 by the homogeneity of A1. Note that if p, q are distinct and
sp 6= sq, then α(sp, tp) 6= α(sq , tq), because α is injective. Hence, for each s in the domain of α1 we
may fix a bijection γs of A2 such that α(s, t′) = (β(s), γs(t′)) for all t′ such that (s, t′) lies in the
domain of α. For all other s ∈ A1 we may define γs to be the identity. Then the map that sends
(a, b) to (β(a), γa(b)) ∈ Aut(A∗1) extends α. We conclude that A∗1 is homogeneous.

Lemma 24. Assume that A1 and A2 are countable, homogeneous, and ω-categorical. A relation R
can be defined by a conjunction of 1-determined clauses over A1 ⊠ A2 if and only if it is preserved
by the wreath product

Aut(A1) ⋉ Sym(A2)A1

in its action on A1 ×A2; the analogous characterisation holds for clauses that are 2-determined.

Proof. The forward implication is an immediate consequence of Lemma 23. Conversely, suppose
that R is preserved by Aut(A1) ⋉ Sym(A2)A1 . Recall that Aut(A∗1) = Aut(A1) ⋉ Sym(A2)A1 by
Lemma 23. The structure A1 is homogeneous by assumption so A

∗1 is homogeneous, too. We have
assumed that A1 and A2 are ω-categorical so A1⊠A2 is ω-categorical by Remark 15. Consequently,
A∗1 is ω-categorical since it is a first-order reduct of A1⊠A2. It follows that R is first-order definable
in A∗1, and even has a quantifier-free definition because A∗1 is homogeneous. This implies that R
can be defined by a conjunction of 1-determined clauses over A1 ⊠ A2.

Lemma 25. Assume the following:

1. A1 and A2 are countable, homogeneous, and ω-categorical,

2. B is a first-order expansion of A1 ⊠ A2, and

3. φ1 ∧ φ2 is a formula that defines a relation R over A1 ⊠A2 such that for some i ∈ {1, 2}, the
formula φ1 is a conjunction of i-determined clauses and such that R is primitively positively
definable over B.

Then there exists a conjunction ψ1 of i-determined clauses which is equivalent to a primitive
positive formula over B such that ψ1 ∧ φ2 still defines R over A1 ⊠ A2.
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Proof. We prove the statement for i = 1; the statement for i = 2 can be proved analogously. Let
ψ(x1, . . . , xm) be the formula

∃y1, . . . , ym



R(y1, . . . , ym) ∧
∧

j∈{1,...,m}

xj =1 yj



 .

We first show that the relation S defined by ψ over B can be defined by a conjunction of i-determined
clauses over A1 ⊠A2. We use Lemma 24. Let ((a11, a

1
2), . . . , (am1 , a

m
2 )) ∈ S, let α ∈ Aut(A1), and let

π1, . . . , πm ∈ Sym(A2) be such that πp = πq whenever ap1 = aq1 for p, q ∈ {1, . . . ,m}. We have to
show that

t :=
(
(α(a11), π1(a12)), . . . , (α(am1 ), πm(am2 ))

)

satisfies ψ as well. Let (b11, b
1
2), . . . , (bm1 , b

m
2 ) ∈ B be the witnesses from B for the existentially

quantified variables of ψ that show that ψ holds for ((a11, a
1
2), . . . , (am1 , a

m
2 )). Then the tuple

((α(b11), b12), . . . , (α(bm1 ), bm2 )) provides witnesses that show that the same formula holds for t:

• R((α(b11), b12), . . . , (α(bm1 ), bm2 )) holds in B because R((b11, b
1
2), . . . , (bm1 , b

m
2 )) holds in B and

(α, id) ∈ Aut(B), and

• (α(aj1), π(aj2)) =1 (α(bj1), bj2) holds for every j ∈ {1, . . . ,m} because (aj1, a
j
2) =1 (bj1, b

j
2).

Lemma 24 shows that there exists a conjunction ψ1 of 1-determined clauses that is equivalent to
ψ. Clearly, ψ1 implies φ1 (since φ1 is 1-determined), so ψ1 ∧ φ2 defines R in B and this concludes
the proof.

We continue by generalising the previous lemma to algebraic products involving more than two
structures. To this end, we need a particular notion that generalizes i-determined clauses. Let
S ⊆ {1, . . . , n}. A clause over A1 ⊠ · · · ⊠ An is called S-determined if all atomic formulas in the
clause are built from symbols that have been introduced for atomic τi-formulas for some i ∈ S.

Corollary 26. Assume the following:

1. A1, . . . ,An are countable, homogeneous, and ω-categorical,

2. B is a first-order expansion of A1 ⊠ · · ·⊠ An, and

3. φ1 ∧ φ2 is a formula that defines a relation R over A1 ⊠ · · · ⊠ An such that for some
S ⊆ {1, . . . , n}, the formula φ1 is a conjunction of S-determined clauses and such that R
is primitively positively definable over B.

Then there exists a conjunction ψ1 of S-determined clauses which is equivalent to a primitive positive
formula over B such that ψ1 ∧ φ2 still defines R over A1 ⊠ · · ·⊠ An.

Proof. Assume without loss of generality that S = {1, . . . , p} for some p ≥ 1. We can view the
n-fold product A1⊠ · · ·⊠An as B1⊠B2, where B1 = A1⊠ · · ·⊠Ap and B2 = Ap+1⊠ · · ·⊠An. Note
that φ1 is a conjunction of 1-determined clauses when considered as a formula over B1 ⊠B2. By
Lemma 25, there exists a conjunction ψ1 of 1-determined clauses which is equivalent to a primitive
positive formula over B such that ψ1 ∧φ2 still defines R. Since ψ1 is S-determined when viewed as
a formula over A1 ⊠ · · ·⊠ An, the claim follows.
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Let A1, . . .An, B, S, and φ = φ1 ∧φ2 be as in the statement of Corollary 26. Arbitrarily choose
a conjunction ψ1 of S-determined clauses equivalent to a primitive positive formula over B such
that ψ1 ∧φ2 is equivalent to φ. Note that the existence of ψ1 follows from the corollary. We denote
the formula ψ1 by cr(φ, S, φ1), where cr stands for conjunction replacement.

4 Algebraic Powers of (Q;<)

In this section we classify the complexity of the CSP for every first-order expansion of the structure
(Q;<)(n). We only consider the case when n = 2 in Sections 4.2—4.5. This leads to a more intuitive
and easily understandable presentation which we can quite easily generalise to arbitrary n ≥ 2 in
Section 4.6. We begin by recapitulating some known results concerning first-order expansions of
(Q;<) in Section 4.1. We continue by studying the polymorphisms of (Q;<)⊠ (Q;<) (Section 4.2),
we present syntactic normal forms of certain relations that are first-order definable in (Q;<)⊠(Q;<)
(Section 4.3), and we introduce polynomial-time algorithms for first-order expansions of (Q;<
)⊠ (Q;<) (Section 4.4). These results are combined in Section 4.5 where we classify the complexity
of the CSP for every first-order expansion of (Q;<) ⊠ (Q;<). We continue by generalising our
results from binary products to n-fold powers (Q;<)(n) (Section 4.6), and finally specialise our
results to binary signatures (Section 4.7).

Recall that (Q;<) ⊠ (Q;<) = (Q2;<1,=1, <2,=2) is ω-categorical and homogeneous (Re-
mark 15), and therefore has quantifier elimination. From here until Section 4.5, we let the symbol
D denote a first-order expansion of (Q2;<1,=1, <2,=2).

4.1 First-order Expansions of (Q;<)

Let B be a first-order reduct of (Q;<) with a finite relational signature. The complexity of CSP(B)
for all choices of B has been determined by Bodirsky and Kára [BK09]. For our purposes, it is
sufficient to understand the complexity of all first-order expansions of (Q;<) with a finite relational
structure. We next present first-order expansions of (Q;<) with a polynomial-time solvable CSP,
we describe some of their polymorphisms, and how the relations can be described with syntactically
restricted definitions. We make use of relational and functional dualities to simplify the presentation.

Definition 27. The dual of a relation R ⊆ Qk is the relation

R∗ := {(−x1, . . . ,−xk) | (x1, . . . , xk) ∈ R}.

If B is a relational structure with domain Q, then the dual of B is the structure with domain Q and
the same signature τ as B where R ∈ τ denotes (RB)∗. Similarly, if f : Qn → Q is an operation,
then the dual of f is the operation f∗ defined as follows.

(x1, . . . , xn) 7→ −f(−x1, . . . ,−xn)

If C is a operation clone on Q, then the dual of C is the operation clone C ∗ := {f∗ | f ∈ C }.

Now, consider the following first-order expansions of (Q;<).

• U := (Q;<,Rmin
≤ ) where Rmin

≤ := {(x, y, z) ∈ Q3 | y ≤ x or z ≤ x}.

• X := (Q;<,X) where X := {(x, y, z) ∈ Q3 | x = y < z or y = z < x or z = x < y}
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• I := (Q;<,Rmi, Smi) where

Rmi := {(x, y, z) ∈ Q3 | y ≤ x or z < x} and

Smi := {(x, y, z) ∈ Q3 | y 6= x or z ≤ x}.

• L := (Q;<,L, I4) where

L := {(x, y, z) ∈ Q3 | y < x or z < x or x = y = z} and

I4 := {(x, y, u, v) ∈ Q4 | x = y implies u = v}.

We need the following characterisation of primitive positive definability in these structures in
terms of certain polymorphisms. The precise definition of these operations can be found in [BPR20]
but it is not needed in this article; the properties stated in the next proposition suffice for our
purposes.

Theorem 28 (Proposition 7.27 in [BPR20]). For every k ≥ 3 there are pseudo weak near unanimity
polymorphisms mink,mxk,mik, llk of arity k such that a relation R ⊆ Qm is preserved by mink (mxk,
mik, llk) and Aut(Q;<) if and only if R has a primitive positive definition in U (X, I, L). The
operation llk is injective.

The following result is essentially taken from [BK09] but we formulate it differently with the
aid of polymorphisms.

Theorem 29 (Theorem 12.0.1 in [Bod21]). Let B be a first-order expansion of (Q;<). Then
exactly one of the following two cases applies.

1. B is preserved by the operation min3, mx3, mi3, or ll3 from Theorem 28, or the dual of one
of these operations. In this case, the CSP of every finite-signature reduct of B is in P.

2. Pol(B) has a uniformly continuous minor-preserving map to Pol(K3). In this case, B has a
finite-signature reduct whose CSP is NP-complete.

Theorem 29 immediately connects first-order expansions of (Q;<) with the infinite-domain
tractability conjecture from Section 2.3.

We now describe polymorphisms and syntactic normal forms of the structures that were de-
scribed earlier. Clearly, an operation f preserves a relation R ⊆ Qk if and only if f∗ preserves R∗

so we can concentrate on the structures U, X, I, and L. We start by considering polymorphisms of
the structures U, X, and I.

Definition 30. A binary operation f on Q is called a pp-operation if f(a, b) ≤ f(a′, b′) if and only
if

1. a ≤ 0 and a ≤ a′, or

2. 0 < a, 0 < a′, and b ≤ b′.

Remark 31. Note that if f, g : Qk → Q are such that for all a, b ∈ Qk we have f(a) ≤ f(b) ⇔ g(a) ≤
g(b), then a relation R which is first-order definable in (Q;<) is preserved by f if and only if it is
preserved by g. To see this, suppose that R is of arity k and a1, . . . , ak ∈ R. Then s := f(a1, . . . , ak)
and t := g(a1, . . . , ak) satisfy the same atomic formulas over (Q;<), and hence by the homogeneity
of (Q;<) there exists α ∈ Aut(Q;<) which maps s to t, and since R is first-order definable over
(Q;<) either both s and t lie in R or none of them lies in R. In particular, R is preserved by a
pp-operation if and only if it is preserved by all pp-operations.
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Proposition 32 ([BK09]). Each of the structures U, X, and I is preserved by a pp-operation.
Equivalently, if a relation R ⊆ Qk with a first-order definition in (Q;<) is preserved by min3, mx3

or mi3, then it is preserved by a pp-operation.

One should note that if a structure B is preserved by a pp-operation, then this does not imply
that CSP(B) is polynomial-time solvable. It does, however, imply that the relations in B can be
defined via a restricted form of definitions.

Theorem 33 (Theorem 4 in [BCW14]). Let R ⊆ Qk be a relation with a first-order definition in
(Q;<). Then the following are equivalent.

• R is preserved by a (equivalently: every) pp-operation.

• R has a definition by a conjunction of clauses of the form

y1 6= x ∨ · · · ∨ yk 6= x ∨ z1 ≤ x ∨ · · · ∨ zl ≤ x

where it is permitted that l = 0 or k = 0.

We conclude this section by another characterisation of L via polymorphisms and presenting a
syntactic normal form.

Definition 34. A binary operation f on Q is called an ll-operation if f(a, b) < f(a′, b′) if and only
if

1. a ≤ 0 and a < a′, or

2. a ≤ 0 and a = a′ and b < b′, or

3. a, a′ > 0 and b < b′, or

4. a > 0 and b = b′ and a < a′.

Note that every ll-operation is injective; this fact will be important in some of the forthcoming
proofs.

Definition 35. A formula is an ll-Horn clause if it is of the form

x1 6= y1 ∨ · · · ∨ xm 6= ym ∨ z1 < z0 ∨ · · · ∨ zℓ < z0 ∨ (z0 = z1 = · · · = zℓ)

where it is permitted that l = 0 or m = 0, and the final disjunct may be omitted.

We also need lexicographic operations in order to formulate the final theorem of this section.

Definition 36. A binary operation f on Q is called a lex-operation if f(a, b) < f(a′, b′) if and only
if

• a < a′, or

• a = a′ and b < b′.

It is called a twisted lex-operation if f(a,−b) is a lex-operation.
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Remark 37. Every relation R ⊆ Qk with a first-order definition in (Q;<) that is preserved by an
ll-operation is also preserved by all lex-operations.

Theorem 38 ([BK10] and [Mot14]; also see Theorem 12.7.3 and Lemma 12.4.4 in [Bod21]). Let
R ⊆ Qk be a relation with a first-order definition in (Q;<). Then the following are equivalent.

• R has a primitive positive definition in L.

• R is preserved by an (equivalently: every) ll-operation.

• R is preserved by llk (from Theorem 28) for some (equivalently: for all) k ≥ 3.

• R has a definition by a conjunction of ll-Horn clauses.

Moreover, if R is preserved by a pp-operation and by a lex-operation, then R is preserved by an
ll-operation.

4.2 Polymorphisms

We will now analyse the polymorphism clones of first-order expansions of of (Q;<) ⊠ (Q;<). This
involves a study of canonical functions (see, e.g., [BP21]) in the product setting.

Let G be a permutation group on a set A and let H be a permutation group on a set B. A
function f : A → B is called canonical with respect to (G,H) if for every m ∈ N, t ∈ Am, and
α ∈ G there exists a β ∈ H such that fα(t) = βf(t) (where functions are applied to tuples
componentwise). If f is canonical with respect to (Aut(A)n,Aut(A)) for some n ∈ N, then we say
that f is canonical over Aut(A). In other words, f is canonical over Aut(A) if and only if for every
m ∈ N and all t1, . . . , tn ∈ Am the orbit of f(t1, . . . , tn) in Aut(A) only depends on the orbits of
t1, . . . , tn in Aut(A). Note that if B = A1 ⊠ A2, then an operation f is canonical over Aut(B) if
θ1(f) is canonical over A1 and θ2(f) is canonical over A2.

An automorphism group G of a structure A is called extremely amenable if every continuous
action of G on a compact Hausdorff space has a fixed point. The reader need not be familiar
with this notion since it will only be used in a black-box fashion via Theorem 39 below; we re-
fer the interested reader to [KPT05]. A fundamental example of a structure with an extremely
amenable automorphism group is (Q;<). Moreover, direct products of extremely amenable groups
are extremely amenable [KPT05].

Theorem 39 (see, e.g., [BPT13, BP21]). Let G be an extremely amenable permutation group on
a set A, let H be an oligomorphic permutation group on a set B, and let f : A→ B be a function.
Then

{βfα | α ∈ G, β ∈ H}

contains a canonical function with respect to (G,H).

The following result will be useful later on when we analyse the polymorphisms of first-order
expansions of powers of (Q;<). If f is an operation of arity k and α1, . . . , αn are unary operations,
then we write f(α1, . . . , αn) to denote the function (x1, . . . , xn) 7→ f(α1(x1), . . . , αn(xn)). Let A
and B be sets and let G be a permutation group on A. We define

G(B) := {(α, idB) | α ∈ G} ⊆ G× Sym(B).
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Lemma 40. Let A1,A2 be ω-categorical structures such that Aut(A1) is extremely amenable and
assume f ∈ Pol(A1 ⊠ A2) has arity n. Then, the set

C := {α0f(α1, . . . , αn) | α0 ∈ Aut(A1 ⊠ A2), αj ∈ Aut(A1)(A2) for all j = 1, 2, . . . , n}

contains an operation g such that θ1(g) is canonical over Aut(A1), and θ2(g) = θ2(f). The sym-
metric statement holds if the roles of A1 and A2 are exchanged.

Proof. By Theorem 39 there exists an operation

g′′ ∈ {α0θ1(f)(α1, . . . , αn) | α0, α1, . . . , αn ∈ Aut(A1)}

which is canonical over Aut(A1). By Proposition 17, there exists g′ ∈ C such that θ1(g′) = g′′.
Arbitrarily choose a1, . . . , ak in An

2 . The definition of C implies that there is an automorphism
α ∈ Aut(A1 ⊠ A2) such that θ2(g′)(ai) = θ2(α)θ2(f)(ai) for i = 1, . . . , k, which we can rewrite
as θ2(α−1)θ2(g′)(ai) = θ2(f)(ai). This shows that θ2(f) ∈ {βθ2(g′) | β ∈ Aut(A2)}. Let S :=
{γg′ | γ ∈ Aut(A1 ⊠ A2)}. Note that θ2(S) contains {βθ2(g′) | β ∈ Aut(A2)} so θ2(S) contains
θ2(f). Applying Proposition 17 to the set S implies that θ2(S) is closed. Hence, there exists g ∈ S
such that θ2(g) = θ2(f). Also note that θ1(g) is canonical over Aut(A1) since g′ is canonical over
Aut(A1).

It can be easily verified that all earlier definitions and statements in this section can be gener-
alised to n-fold algebraic products A1 ⊠ · · ·⊠An. In the following, we focus on the situation when
n = 2 and A1 = A2 = (Q;<). Here the polymorphisms can be described more explicitly. Never-
theless, generalised versions of Lemma 42, Lemma 43, Corollary 44 and Lemma 45 for first-order
expansions of (Q;<)(n) can be proved in a similar fashion. The basic idea is to choose one or two
dimensions from {1, . . . , n} that are referred to in the statements. For a concrete example, see the
proof of Proposition 61 that is a generalization of Corollary 44. Generalizations of this kind will be
important in Section 4.6.

We continue by introducing some terminology. An operation f : Ak → A is called essentially
unary if there exists i ∈ {1, . . . , k} and a unary operation g : A→ A such that f(x1, . . . , xk) = g(xi)
for all x1, . . . , xk ∈ A. Let S ⊆ Q. An operation f : Q2 → Q is called dominated by the first
argument on S if f(x, y) < f(x′, y′) for all x, x′ ∈ S such that x < x′. If an operation f : Q2 → Q

is dominated by the first argument on all of Q, we say that is dominated by the first argument.
Examples of operations that are dominated by their first argument are lex-operations, twisted
lex-operations, and order-preserving operations that only depend on the first argument.

Our aim is now to show that Pol(D) contains an operation with suitable domination properties
(Lemma 43). This lemma will be a cornerstone in the proof of our first result on syntactic normal
forms (Proposition 50). We first note that the binary polymorphisms of (Q;<) that are canonical
over Aut(Q;<) can be given a succinct characterisation.

Lemma 41 (see, e.g., Example 11.4.13 in [Bod21]). Assume that f ∈ Pol(Q;<) is a binary opera-
tion that is canonical over Aut(Q;<). Then, either f is essentially unary, or f is a lex-operation
or a twisted lex-operation, or the operation (x, y) 7→ f(y, x) is a lex-operation or a twisted lex-
operation.

We now turn our attention to the structure D and obtain the following intermediate result
by analysing operations g in Pol(D) that are canonical in a particular dimension. Note that the
following statements of Lemma 42, Lemma 43 and Corollary 44 remain true also if the duals of ll-
or pp-operations are used.
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Lemma 42. If Pol(D) contains an operation f such that θ1(f) is an ll-operation, then Pol(D)
also contains an operation g such that θ1(g) is an ll-operation and θ2(g) or (x, y) 7→ θ2(g)(y, x) is
either a lex-operation or essentially unary (and in particular preserves ≤2 and 6=2). The analogous
statement holds if θ1(f) is a pp-operation.

Proof. Apply Lemma 40 to the operation f for dimension i = 2 and let g ∈ Pol(D) be the resulting
operation such that θ2(g) is canonical and θ1(g) = θ1(f). By Lemma 41, either θ2(g) is essentially
unary, or a lex-operation, or a twisted lex-operation, or (x, y) 7→ θ2(g)(y, x) is a lex-operation,
or a twisted lex-operation. If θ2(g) is a twisted lex-operation, then we consider g′ defined by
g′(x, y) := g(x, g(x, y)) which is a lex-operation. The argument if (x, y) 7→ θ2(g)(y, x) is a twisted
lex-operation is similar. We finally note that θ1(g′) is an ll-operation. The same proof works if
θ1(f) is a pp-operation.

In our final step, we show that if Pol(D) contains an operation that satisfies the preconditions of
Lemma 42, then the expanded structure (D,≤1, 6=1,≤2, 6=2) admits a polymorphism with a certain
domination property.

Lemma 43. Let f ∈ Pol(D) be such that θ1(f) is an ll-operation or a pp-operation and assume
that i ∈ {1, 2}. Then Pol(D;≤1, 6=1) contains an operation g such that θ2(g) = θ2(f) and θ1(g) is
dominated by the i-th argument. If θ1(f) is a pp-operation, then g can be chosen such that θ1(g)
equals π2

i .

Proof. We begin with the case i = 1. Define

U = {βf(α, idQ2) | α, β ∈ Aut(Q;<)(Q)}

and note that U ⊆ Pol(D,≤1, 6=1) since f ∈ Pol(D) and θ1(f) preserves ≤ and 6=. We claim that U
contains an operation g such that θ1(g) is dominated by the first argument. To see this, let S ⊆ Q

be finite. If f is an ll-operation, then choose αS ∈ Aut(Q;<) so that αS(x) < 0 for every x ∈ S.
Note that θ1(f((αS , idQ), idQ2)) is then dominated by the first argument on S. If T ⊆ S, then the
homogeneity of (Q;<) implies that we can choose βS , βT ∈ Aut(Q;<) such that

((βS , idQ)f((αS , idQ), idQ2)) |S2

is an extension of
((βT , idQ)f((αT , idQ), idQ2)) |T 2 .

Hence, U contains an operation g such that θ1(g) is dominated by the first argument. Moreover,
θ2(g) = θ2(f) since we have only applied automorphisms that fix the second dimension, so g satisfies
the statement of the lemma.

If θ1(f) is a pp-operation, then we proceed in the same way but in this case the operation θ1(g)
is essentially unary, and by applying automorphisms and using the fact that Pol(D) is closed we
may suppose that θ1(g) equals π2

1 .
The proof when i = 2 only requires flipping the inequalities in the definition of the automor-

phisms αS .

Corollary 44. Let f ∈ Pol(D) be such that θ1(f) is an ll- or a pp-operation. Then there is an
operation g ∈ Pol(D;≤1, 6=1,≤2, 6=2) such that θi(g) is dominated by the i-th argument for both
i = 1, 2. If θ1(f) is a pp-operation, then we can choose g such that θ1(g) = π2

1 .
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Proof. Lemma 42 implies that there is an operation f ′ ∈ Pol(D;≤2, 6=2) and an index j ∈ {1, 2}
such that θ1(f ′) is an ll-operation or a pp-operation, and θ2(f ′) is dominated by the j-th argument.
Hence, by Lemma 43 applied on f ′, there is g ∈ Pol(D;≤1, 6=1,≤2, 6=2) such that θi(g) is dominated
by the i-th argument for both i or by the (3− i)-th argument for both i. Without loss of generality,
we can assume that g satisfies the former, because otherwise we can replace g by the operation
obtained from g by flipping arguments. Similarly, if θ1(f) is a pp-operation, then we can choose g
such that θ1(g) is the projection π2

1 .

We conclude this section with a duality result that reduces the number of cases that we have to
consider in some of the forthcoming proofs.

Lemma 45. Let D be a first-order expansion of (Q2;<1,=1, <2,=2). The map given by (x, y) 7→
(x,−y) is an isomorphism between D and a structure which is primitively positively interdefinable
with a first-order expansion C of (Q2;<1,=1, <2,=2). For every f ∈ Pol(D) there exists f ′ ∈ Pol(C)
such that

• θ1(f ′) = θ1(f) and

• θ2(f ′) = θ2(f)∗.

Proof. For each relation R of D, let φ be the defining formula of R over (Q2;<1,=1, <2,=2).
Replace each atomic formula of the form x <2 y in φ by the formula y <2 x. The relation
defined by the formula will be denoted by R′. The structure C is then the first-order expansion of
(Q2;<1,=1, <2,=2) by all relations of the formR′ whereR is a relation of D. Then, (x, y) 7→ (x,−y)
is an isomorphism between D and a structure which has the same polymorphisms as C. Indeed, let
f ∈ Pol(C) be of arity k. Then, the operation f ′ defined as

f ′((x1, y1), . . . , (xk, yk)) := (θ1(f)(x1, . . . , xk), θ2(f)∗(y1, . . . , yk))

is a polymorphism of D that satisfies the requirements of the lemma.

4.3 Syntactic Normal Forms

In this section we prove that if θ1(Pol(D)) and θ2(Pol(D)) contain certain polymorphisms, then the
relations of D can be defined by formulas satisfying simple syntactic restrictions. These restrictions
are all of the same kind: the relations can be defined by conjunctions of clauses with straightforward
definitions. We start with the case that there exists an f ∈ Pol(D) such that θ1(f) is an ll-operation
or a pp-operation (Proposition 50). We then prove a stronger statement if θ1(f) is a pp-operation
(Proposition 51), and an even stronger result if additionally there is no binary operation g ∈ Pol(D)
such that θ2(g) is a lex-operation (Proposition 55). Finally, we treat the situation that for both
i ∈ {1, 2} there exists fi ∈ Pol(D) such that θi(fi) is an ll-operation (Proposition 56). These results
are collected in Section 4.3.2. The proofs of Propositions 50 and 51 are based on a particular
normalisation of formulas that we describe in Section 4.3.1.

4.3.1 Normalisation

We will now describe a normalisation process for formulas that will be extensively used in Sec-
tion 4.3.2. Let φ be a quantifier-free formula over (Q2; =1, <1,=2, <2). We may assume that

R1. φ is in reduced CNF (as defined in Section 3.2),
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R2. φ does not contain literals of the form x 6= y, because such literals can be replaced by
x <1 y ∨ y <1 x ∨ x <2 y ∨ y <2 x, and

R3. φ does not contain literals of the form x = y, because such literals can be replaced by
x =1 y ∧ x =2 y.

R4. φ does not contain literals of the form ¬(x <i y), for i ∈ {1, 2}, because such literals can be
replaced by y <i x ∨ y =i x.

We introduce two rewriting rules R5 and R6, each of which yields a formula equivalent to the
original formula φ. The basis of both rules is the same and the only difference is in the relation
contained in one of the affected literals. Suppose that φ contains, for distinct i, j ∈ {1, 2}, a
clause α of the form (u ◦i v ∨ x <j y ∨ β) where u, v, x, y are (not necessarily distinct) variables,
◦i ∈ {<i,=i, 6=i} and let φ′ be the other clauses of φ. If

φ′ ∧ ¬β ∧ u ◦i v implies x =j y,

then we replace α by the two clauses

(x <j y ∨ x =j y ∨ β)

and (u ◦i v ∨ x 6=j y ∨ β).

If the relation ◦i is <i, then we will refer to the rewriting rule as R5, and otherwise (that is, when
◦i ∈ {=i, 6=i}) we will refer to the rule as R6.

To see that the new formula is equivalent to φ, let s be a solution to φ. If s satisfies β, then
the two new clauses are satisfied. If s does not satisfy β, then it must satisfy u ◦i v or x <j y. In
the first case, s satisfies the second new clause, and by assumption it also satisfies the first new
clause. In the latter case, it clearly satisfies both the first and the second clause. Now suppose
that conversely, s satisfies φ′ and the two new clauses. If s satisfies β or x <j y then α is satisfied.
Otherwise, the first new clause implies that x =j y, and hence the second clause implies that u ◦i v,
and hence α is satisfied.

If the formula obtained from applying R5 or R6 is not reduced, we remove literals to make it
reduced. Note that after every application of R5 or R6 the conditions R1-R4 will still be satisfied.

The reason to split the rewriting rule into two rules R5 and R6 is that only R5 terminates (i.e.
can be applied only finitely many times) on every quantifier-free CNF formula (Lemma 46). To
prove termination of R6 (Lemma 48) and existence of an equivalent formula to which none of the
rewriting rules above can be applied, we require existence of a certain operation that preserves the
formula. On the way we also prove a syntactic restriction on such formulas (Lemma 47). Note that
Lemma 47 and 48 remain true also if θ1(f) is the dual of an ll- or pp-operation; it can be proved
using the version of Corollary 44 based on duals.

Lemma 46. Let φ be a quantifier-free CNF formula over (Q2; =1, <1,=2, <2). Then the rewriting
rule R5 applied on φ terminates.

Proof. Let α be an arbitrary clause over (Q2; =1, <1,=2, <2). Let m(α) denote the number of <1-
and <2-literals in α. Assume we apply R5 to the clause α = (u <i v ∨ x <j y ∨ β) where we
assume (without loss of generality) that u <i v 6∈ β and x <j y 6∈ β. This yields two clauses
α1 = (x <j y ∨ x =j y ∨ β) and α2 = (u <i v ∨ x 6=j y ∨ β). Note that m(α1) < m(α) and
m(α2) < m(α) and reducing the formula cannot increase m(α) for any clause α.
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Now consider a quantifier-free CNF formula φ over (Q2; =1, <1,=2, <2). Let ℓ be the maximum
clause length of φ and let k be the number of variables appearing in φ. Note that R5-rewriting
cannot increase ℓ or k, and for any clause α in φ, it holds that 0 ≤ m(α) ≤ ℓ. Let f(ℓ, k) denote
the (finite) number of possible clauses over (Q2; =1, <1,=2, <2) where clause length is bounded
by ℓ and at most k variables are used. Arbitrarily choose a clause α in φ. If R5 is applied to α,
then we know that α is replaced by at most two new clauses α1 and α2 where m(α1) < m(α) and
m(α2) < m(α). Thus, the clause α can result in at most 2ℓ applications of rule R5. Since there are
at most f(ℓ, k) clauses in φ, we conclude that R5 can be applied at most f(ℓ, k) · 2ℓ times to φ.

The following notation will be practical in several proofs dealing with syntactic forms. Let
g be a binary operation on Q, φ a formula over (Q2; =1, <1,=2, <2) and set of variables X and
s, t : X → Q assignments of φ. Then g(s, t) represents the assignment of φ that assigns to variable
x ∈ X the value g(s(x), t(x)).

Lemma 47. Let φ be a quantifier-free CNF formula over (Q2; =1, <1,=2, <2) such that R5 cannot
be applied to φ. Suppose that φ is preserved by an operation f ∈ Pol(Q2; =1, <1,=2, <2) such
that θ1(f) is an ll-operation or a pp-operation. Then φ does not contain a clause that contains a
<j-literal for both j ∈ {1, 2}.

Proof. By Corollary 44, there is g ∈ Pol(Q2; =1, <1,=2, <2,≤1, 6=1,≤2, 6=2) that preserves φ such
that θj(g) is dominated by j-th argument for both j.

Suppose for contradiction that φ contains a clause α of the form (u <1 v ∨ x <2 y ∨ β). Since
R5 cannot be applied and φ is reduced, there are satisfying assignments s and t of φ such that s
satisfies u <1 v, y <2 x, and falsifies β and t satisfies v <1 u, x <2 y, and falsifies β. Then the
tuple g(t, s) satisfies v <1 u since θ1(g) is dominated by the first argument, and it satisfies y <2 x
since θ2(g) is dominated by the second argument. Moreover, all other literals of α are falsified, too,
since g preserves <j , =j , ≤j, and 6=j for j ∈ {1, 2}.

Lemma 48. Let φ be a quantifier-free CNF formula over (Q2; =1, <1,=2, <2) such that R5 cannot
be applied on φ. Suppose that φ is preserved by an operation f ∈ Pol(Q2; =1, <1,=2, <2) such that
θ1(f) is an ll-operation or a pp-operation. Then the rewriting rule R6 applied to φ terminates.

Proof. By Lemma 47, φ does not contain a clause that contains a <j-literal for both j ∈ {1, 2}.
Note that by an application of the rewriting rule R6 no such clause can be created. For a clause α
in φ, let p(α) be the number of pairs of a {=i, 6=i}-literal and a <j-literal, for distinct i and j, that
appears in α.

Arbitrarily choose a clause α in φ that admits an application of R6. Then α = (u◦iv∨x <j y∨β)
for ◦i ∈ {=i, 6=i}. After applying R6, α is replaced by two clauses α1 = (x <j y ∨ x =j y ∨ β)
and α2 = (u ◦i v ∨ x 6=j y ∨ β). Observe that p(α1) < p(α) and p(α2) < p(α) since α does not
contain <3−j-literals. Moreover, reducing the formula does not increase p(γ) for any clause γ in
the formula.

Let ℓ be the maximum clause length of φ. For any clause γ in φ, it holds that 0 ≤ p(γ) ≤ ℓ2/4.
Using an argument analogous to the one in Lemma 46, we conclude that R6 can be applied only
finitely many times to φ.

If φ is a reduced formula such that none of the rewriting rules presented above are applicable,
then we call it normal. If φ is a quantifier-free CNF formula over (Q2; =1, <1,=2, <2) preserved by
f ∈ Pol(Q2; =1, <1,=2, <2) where θ1(f) is an ll-operation, a pp-operation, or the dual of such an
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operation, it is possible to rewrite it to an equivalent normal formula by first applying R5 until it
terminates and then applying R6 until it terminates. Observe that the resulting formula satisfies
conditions R1-R4 and does not admit an application of R5 (since it does not contain a clause of
the required form by Lemma 47) or R6. Note that if φ is normal and contains a clause of the form
(u ◦i v ∨ x <j y ∨ β), then φ has a satisfying assignment that satisfies u ◦i v, falsifies β, and
satisfies y <j x, because otherwise we could have applied R5 or R6.

The rewriting rules and Lemma 46 can be generalised in a straightforward fashion to formulas
over (Q;<)(n). To prove a generalised version of Lemma 47, one needs to use Corollary 44 to
produce a polymorphism with the particular domination property in two distinct dimensions i and
j (see the proof of Proposition 61 for more details). The generalised version of the lemma then
shows that there is no clause containing both <i-literals and <j-literals for distinct i and j under
the assumption that for all but at most one p ∈ {1, . . . , n} there is fp ∈ Pol(D) such that θp(fp) is
an ll-operation or a pp-operation. Subsequently, a generalised version of Lemma 48 can be proved
and normal formulas can be defined. The normalisation process for formulas over (Q;<)(n) will be
used in Section 4.6.

4.3.2 Definitions via Restricted Clauses

The following definition is central in our presentation of various syntactic normal forms.

Definition 49. A clause is weakly 1-determined if it is of the form

ψ ∨
∨

i∈{1,...,k}

xi 6=2 yi

where ψ is 1-determined and k ≥ 0. Weakly 2-determined clauses are defined analogously.

A clause can simultaneously be weakly 1-determined and weakly 2-determined: x 6=1 y∨u 6=2 v
is one example. Normalised formulas in the sense of Section 4.3.1 play a key role in our first result
concerning logical definitions based on weakly s-determined clauses.

Proposition 50. Suppose that Pol(D) contains an operation f such that θ1(f) is an ll-operation
or a pp-operation. Then, the following holds for every relation R in D: if a normal formula φ is a
definition of R over (Q2, <1,=1, <2,=2), then φ is a conjunction of clauses each of which is weakly
i-determined for some i ∈ {1, 2}.

Proof. By Corollary 44, there is an operation g ∈ Pol(D;≤1, 6=1,≤2, 6=2) such that θi(g) is domi-
nated by the i-th argument for both i ∈ {1, 2}. Let φ be a normal formula that defines a relation
R ∈ D over (Q2;<1,=1, <2,=2). Note, in particular, that φ cannot be rewritten using rule R5 or
R6. Let ψ be a clause of φ. Properties R1–R4 imply that ψ can be written as

ψ1 ∨ ψ2 ∨
∨

l∈{1,...,k} and j∈{1,2}

xl 6=j yl

where ψi for i ∈ {1, 2} only contains literals of the form x =i y or x <i y.
We show the result by verifying that ψ1 or ψ2 is the empty disjunction. Suppose to the contrary

that ψ1 contains a literal ℓ1 and ψ2 contains a literal ℓ2. Since φ is reduced, it must have a satisfying
assignment s that satisfies ℓ1 and falsifies all other literals of ψ, and there also exists a satisfying
assignment t that satisfies ℓ2 and falsifies all other literals of ψ. Note that by Lemma 47 it cannot
occur that ℓ1 equals u <1 v and ℓ2 equals x <2 y, since R5 cannot be applied to φ. Therefore, we
have to consider the following cases.
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1. Suppose that the literal ℓ1 is of the form u =1 v and the literal ℓ2 equals x <2 y. Since φ is
normal, we may assume (by R6) that s satisfies y <2 x. Then g(t, s) satisfies u 6=1 v since
θ1(g) is dominated by the first argument, and it satisfies y <2 x because θ2(g) is dominated
by the second argument. Moreover, all other literals of ψ are falsified. Hence, g(t, s) does not
satisfy φ, which contradicts g ∈ Pol(D).

2. The case that the literal ℓ1 equals u <1 v and the literal ℓ2 equals x =2 y, and the case that
ℓ1 equals u =1 v and the literal ℓ2 equals x =2 y can be treated similarly.

If ψ1 is empty, then we obtain a clause that is weakly 2-determined. Likewise, if ψ2 is empty, then
ψ is a weakly 1-determined clause.

Under additional conditions on polymorphisms, we can define relations by formulas that are
based on weakly 1-determined clauses together with (not weakly) 2-determined clauses.

Proposition 51. Let f ∈ Pol(D) be such that θ1(f) is a pp-operation. Then every normal con-
junction φ of weakly 1-determined and weakly 2-determined clauses that is preserved by f is a
conjunction of weakly 1-determined and of 2-determined clauses.

Proof. By Corollary 44 there is an operation g ∈ Pol(D;≤1, 6=1,≤2, 6=2) such that θ1(g) = π2
1 and

θ2(g) is dominated by the second argument. Suppose for contradiction that φ contains a clause ψ
with a literal x 6=1 y and a literal χ which is of the form u <2 v or u =2 v. The formula φ is reduced
so it has a satisfying assignment s which satisfies x 6=1 y and falsifies all other literals of ψ, and a
satisfying assignment t which satisfies χ and falsifies all other literals in ψ; in particular, t satisfies
x =1 y.

We first consider the case that χ is of the form u <2 v and s consequently satisfies v ≤2 u.
Since φ is normal we may even suppose that s satisfies v <2 u. Then g(t, s) satisfies x =1 y since
θ1(g) = π2

1 and it satisfies v <2 u since θ2(g) is dominated by the second argument. Hence, it
satisfies neither the literal x 6=1 y nor the literal u <2 v, nor any of the other literals of ψ since f
preserves ≤i and 6=i for i ∈ {1, 2}. This is in contradiction to the assumption that φ is preserved
by g.

The case that χ is of the form u =2 v similarly leads to a contradiction.

Remark 52. Note that it is not true that every weakly 2-determined clause of formula φ in Proposi-
tion 51 is 2-determined: For example, consider the clause ψ of the form x 6=1 y∨u 6=2 v. The clause
ψ is weakly 2-determined, but not 2-determined, and it satisfies the assumptions of Proposition 51:
it is normal, and preserved by a map (f1, f2) where f1 is a pp-operation and f2 is an ll-operation.
To see this, let s, t be two satisfying assignments of ψ. Either one of s and t satisfies u 6=2 v and
hence (f1, f2)(s, t) satisfies it as well by the injectivity of f2, or both s and t satisfy x 6=1 y and
hence (f1, f2)(s, t) satisfies it as well since f1 preserves 6=.

In the next proof we use the notion of the orbit of a k-tuple (t1, . . . , tk) ∈ Qk under Aut(Q;<)
from Section 2.3. Observe that the homogeneity of (Q;<) implies that the orbit of a tuple (t1, . . . , tk)
under Aut(Q;<) is determined by the weak linear order induced on (t1, . . . , tk) in (Q;<). We need
a weak linear order since some of the elements t1, . . . , tk may be equal.

Proposition 53. As in the previous proposition, let f ∈ Pol(D) be such that θ1(f) is a pp-
operation. Then every relation of D can be defined by a conjunction of 2-determined clauses and
weakly 1-determined clauses of the form

u1 6=2 v1 ∨ · · ·um 6=2 vm ∨ y1 6=1 x ∨ · · · ∨ yk 6=1 x ∨ z1 ≤1 x ∨ · · · ∨ zl ≤1 x. (2)
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(In other words, if we drop the first m literals in and remove subscripts we obtain a formula as
described in Theorem 33.)

Proof. Let φ be a formula over a finite set of variables X that defines a relation R from D. Without
loss of generality, we may assume that φ is normal. Hence, by Proposition 50 and Proposition 51, φ
is a conjunction of weakly 1-determined and of 2-determined clauses. Let φ′ be the conjunction of all
clauses of the form (2) and of all 2-determined clauses with variables from X that are reduced and
implied by φ; since |X | is finite, φ′ is a finite formula. We claim that φ′ implies φ, and consequently
that φ′ is a definition of R of the required syntactic form.

The 2-determined conjuncts of φ are clearly implied by φ′. In the rest of the proof, we prove
in two steps that every weakly 1-determined conjunct of φ is implied by φ′: Firstly, we show that
we may assume that all weakly 1-determined clauses of φ are of the form (3) and that they are
minimal in a particular sense specified below. Secondly, we show that every such clause is implied
by φ′, because the assumption that R is preserved by f would be violated otherwise.

To proceed with the first step, we claim that every conjunction of weakly 1-determined clauses
can be written as a conjunction of formulas of the form

χ ∨ ¬(y1 ◦1 y2 ∧ · · · ∧ yk ◦k yk+1)

where χ :=
∨m

i=1 ui 6=2 vi and ◦1, . . . , ◦k ∈ {=1, <1}. To see this, first note that every orbit of
k+ 1-tuples in Aut(Q;<) can be defined by a formula of the form x1 ◦1 x2 ∧ · · · ∧ xk ◦k xk+1 where
◦1, . . . , ◦k ∈ {=, <} if the variables are named appropriately. Hence, every first-order formula
in (Q;<) is equivalent to a conjunction of negations of such formulas. It follows that every 1-
determined clause can be written as a conjunction of formulas of the form ¬(y1◦1y2∧· · ·∧yk◦kyk+1)
for ◦1, . . . , ◦k ∈ {=1, <1}. Using distributivity of disjunction over conjunction we can therefore
rewrite a conjunction of weakly 1-determined clauses into a conjunction of formulas of the desired
form.

We may henceforth assume that every conjunct ψ of φ that is not 2-determined is of the form

χ ∨ y1 ◦1 y2 ∨ · · · ∨ yk ◦k yk+1 (3)

where ◦1, . . . , ◦k ∈ {6=1,≥1}. We may additionally assume that φ contains only those clauses of
the form (3) that are minimal in the following sense: a clause ψ = χ ∨ y1 ◦1 y2 ∨ · · · ∨ yk ◦k yk+1 is
minimal if there is no clause χ∨ y′1 ◦1 y

′
2 ∨ · · · ∨ y′k′ ◦k′ y′k′+1 different from ψ such that it implies ψ

and y′1, . . . , y
′
k′ is a subsequence of y1, . . . , yk.

We now show that the clause ψ is implied by φ′. If ◦i equals 6=1 for every i ∈ {1, . . . , k} then
ψ is equivalent to χ ∨ ¬(y1 =1 yk+1 ∧ · · · ∧ yk =1 yk+1) and hence is equivalent to χ ∨ y1 6=1

yk+1 ∨ · · · ∨ yk 6=1 yk+1 which is of the form (2) (for l = 0). But this formula is then a conjunct of
φ′ and there is nothing to be shown.

Otherwise, let j be smallest such that ◦j equals ≥1. Then ψ is equivalent to a formula of the
form

χ ∨ y1 6=1 yj ∨ · · · ∨ yj−1 6=1 yj ∨ yj ≥1 yj+1 ∨ η

where η is of the form yj+1 ◦j+1 yj+2 ∨ · · · ∨ yk ◦k yk+1 for ◦j+1, . . . , ◦k ∈ {6=1,≥1}. The formula

χ ∨ y1 6=1 yj ∨ · · · ∨ yj−1 6=1 yj ∨ yj+1 ≤1 yj ∨ · · · ∨ yk+1 ≤1 yj (4)

implies ψ. To see this, compare the negations of the formulas: ¬ψ is equivalent to the conjunction
of ¬χ ∧ y1 =1 · · · =1 yj ∧ yj <1 yj+1 and the fact that yj+1, . . . , yk is a non-decreasing sequence,
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while the negation of the formula (4) is equivalent to

¬χ ∧ y1 =1 · · · =1 yj ∧ yj+1 >1 yj ∧ · · · ∧ yk >1 yj.

Therefore, if the formula (4) is a conjunct of φ′, then there is again nothing to be shown.
Otherwise, there must exist an assignment r that satisfies φ but not (4). Note that r(yj) <1 r(yi)

for every i ∈ {j + 1, . . . , k + 1}. Since ψ was minimal, the clause χ ∨ η is not implied by φ and
hence there must also exist an assignment s which satisfies φ, but does not satisfy χ ∨ η. Choose
α ∈ Aut(D) such that α(r(yj)) <1 0 <1 α(r(yi)) for all i ∈ {j + 1, . . . , k + 1}. Then t := f(α(r), s)
is an assignment that does not satisfy ψ by the definition of a pp-operation. This contradicts that
φ defines a relation from D.

As the following lemma shows, in the case of θ1(Pol(D)) containing a pp-operation and θ2(Pol(D))
containing an ll-operation, we may restrict to formulas of a very particular form.

Proposition 54. Let f1, f2 ∈ Pol(D) be such that θ1(f1) is a pp-operation and θ2(f2) is an ll-
operation. Then every relation of D can be defined by a conjunction of weakly 1-determined clauses
of the form (2) and 2-determined clauses

x1 6=2 y1 ∨ · · · ∨ xm 6=2 ym ∨ z1 <2 z0 ∨ · · · ∨ zℓ <2 z0 ∨ (z0 =2 z1 =2 · · · =2 zℓ), (5)

where it is permitted that l = 0 or m = 0, and the final disjunct may be omitted (in other words,
clauses obtained from ll-Horn clauses by adding the subscript 2 to all relation symbols).

Proof. Let R be a relation of D. By Proposition 53, R can be defined by a formula φ1 ∧ φ2,
where φ1 is a conjunction of weakly 1-determined clauses of the form (2) and φ2 is a conjunction
of 2-determined clauses. Recall the operator cr introduced at the end of Section 3.2. Let us denote
cr(φ1∧φ2, {2}, φ2) by ψ2; note that ψ2 is a conjunction of 2-determined clauses preserved by Pol(D).

Moreover the formula φ1 ∧ψ2 still defines R. By Lemma 21, ψ̂2 is preserved by an ll-operation. By
Theorem 38, ψ̂2 may be taken to be a conjunction of ll-Horn clauses and therefore ψ2 would be a
conjunction of clauses of the form (5). This concludes the proof.

We next present an even more restricted syntactic form; in this case it is sufficient to use
i-determined clauses, i ∈ {1, 2}, and we do not need weakly i-determined clauses at all.

Proposition 55. Suppose that there exists f ∈ Pol(D) such that θ1(f) is a pp-operation, but there
is no binary g ∈ Pol(D) such that θ2(g) is a lex-operation. Then every relation of D can be defined
by a formula φ1 ∧ φ2 such that φi is a conjunction of i-determined clauses for i = 1, 2. Moreover,
for every such definition φ1 ∧ φ2, there is a conjunction ψ1 of 1-determined clauses of the form

y1 6=1 x ∨ · · · ∨ yk 6=1 x ∨ z1 ≤1 x ∨ · · · ∨ zl ≤1 x

such that ψ1 ∧ φ2 still defines the same relation.

Proof. Lemma 42 implies that Pol(D) contains an operation f ′ such that θ1(f ′) is a pp-operation
and θ2(f ′) is either a lex-operation or it is essentially unary; by assumption, it cannot be a lex-
operation so it must be essentially unary. Let i ∈ {1, 2} be such that θ2(f ′) depends only on the
i-th argument. Since θ2(f ′) preserves <, there is α ∈ Aut(Q;<) such that θ2((idQ, α)f ′) = π2

i .
Therefore, we can assume without loss of generality that θ2(f ′) = π2

i . By Lemma 43 applied on f ′,
we obtain g ∈ Pol(D) such that θ1(g) = π2

3−i and θ2(g) = π2
i . This implies that (π2

1 , π
2
2) ∈ Pol(D).
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By Lemma 22, every relation of D can be defined by a conjunction of 1-determined and 2-determined
clauses.

Let R be a relation of D. Let φ1 ∧ φ2 be a definition of R such that φi is a conjunction of
i-determined clauses, i = 1, 2. Recall the operator cr(·) introduced at the end of Section 3.2. Let
ψ1 = cr(φ1 ∧ φ2, {1}, φ1). Then the formula ψ1 is a conjunction of 1-determined clauses preserved

by Pol(D) and ψ1 ∧ φ2 defines R. By Lemma 21, ψ̂1 is preserved by a pp-operation. Hence, by
Theorem 33, we may assume that ψ1 is a conjunction of clauses of the form

y1 6=1 x ∨ · · · ∨ yk 6=1 x ∨ z1 ≤1 x ∨ · · · ∨ zl ≤1 x.

This concludes the proof.

Assume that for every i ∈ {1, 2}, the clone Pol(D) contains an operation fi such that θi(fi) is
an ll-operation or the dual of such an operation. Then, we may combine the information about
syntactically restricted definitions of the relations of D from Proposition 50 with ll-Horn definability
from Theorem 38, and obtain the next result (Proposition 56). We will use the following notation
for simplifying the presentation. For a formula φ over (Qn;<1,=1, . . . , <n,=n), we introduce n
fresh variables x1, . . . , xn for each variable x that appears in φ. Then, we let ve(φ) (for variable
expansion) denote the formula over (Q;<) resulting from φ by replacing each atomic formula of the
form x ◦i y by xi ◦ yi, where ◦ ∈ {<,≤,=, 6=} and i ∈ {1, . . . , n}.

Proposition 56. Suppose that for every i ∈ {1, 2} the clone Pol(D) contains an operation fi such
that θi(fi) is an ll-operation. Then every relation of D has a definition by a conjunction of clauses
of the form

x1 6=i1 y1 ∨ · · · ∨ xm 6=im ym ∨ z1 <j z0 ∨ · · · ∨ zℓ <j z0 ∨ (z0 =j z1 =j · · · =j zℓ)

for i1, . . . , im, j ∈ {1, 2} and where the last disjunct may be omitted. Moreover, D has a primitive
positive interpretation in L.

Proof. Let R be a relation of D, and let φ be a definition of R. Without loss of generality, we may
assume that φ is normal and hence a conjunction of weakly 1-determined and weakly 2-determined
clauses (Proposition 50).

Claim. The formula ve(φ) over (Q;<) is preserved by every ll operation.

To prove the claim, let ll be an ll-operation and let r′ and s′ be satisfying assignments for ve(φ).
We have to show that t′(x) := ll(r′(x), s′(x)) satisfies ve(φ). Let ψ′ be a conjunct of ve(φ). Then
ψ′ has been created from a conjunct ψ of φ with variables y1, . . . , ym, which must be weakly i-
determined, for some i ∈ {1, 2}. We assume henceforth that i = 1; the other case can be shown
analogously. Note that the maps r : x 7→ (r′(x1), r′(x2)) and s : x 7→ (s′(x1), s′(x2)) are satisfying
assignments to φ. Since θ1(f1) is an ll-operation, we may choose α ∈ Aut(Q;<) such that for
t(x) := (α, id)f1

(
r(x), s(x)

)
we have (t(y1)1, . . . , t(ym)1) = (t′(y11), . . . , t′(y1m)) (see Remark 31).

Therefore, we are done if one of the disjuncts of ψ of the form x =1 y, x <1 y, or x 6=1 y is
satisfied by t, because then a disjunct of ψ′ of the form x1 = y1, x1 < y1, or x1 6= y1 is satisfied
by t′. Otherwise, since t satisfies ψ, there must be a literal of ψ′ of the form x2 6= y2. We claim
that t′ satisfies this literal. As t satisfies x 6=2 y, we must have r(x) 6=2 r(y) or s(x) 6=2 s(y), so
r′(x2) 6= r′(y2) or s′(x2) 6= s′(y2). Hence, t′(x2) 6= t′(y2) by the injectivity of ll. ⋄

Note that the first statement of the proposition follows from the claim by Theorem 38. The claim
and Theorem 38 also imply that we obtain a two-dimensional primitive positive interpretation of
D in L, which proves the second statement of the theorem.
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4.4 Polynomial-time Algorithms

In this section we present polynomial-time solvability results for CSP(D) when D is a first-order
expansion of (Q2;<1,=1, <2,=2) such that θ1(Pol(D)) and θ2(Pol(D)) contain sufficiently strong
polymorphisms.

Proposition 57. Suppose that D has a finite relational signature and for every i ∈ {1, 2}, the clone
Pol(D) contains an operation fi such that θi(fi) is an ll-operation. Then CSP(D) can be solved in
polynomial time.

Proof. The structure D has a primitive positive interpretation in L by Proposition 56. The result
follows from Lemma 9 since CSP(L) can be solved in polynomial time.

We will use some additional observations and notations in the proof of the next proposition
(and also in its generalisation Proposition 63). Assume that the relational structure A with domain
Q has a finite signature and there is an ll-operation in Pol(A). We know from Theorem 29 that
CSP(A) is polynomial-time solvable. Assume now that A′ is a solvable instance of CSP(A) with
variable set X . The polynomial-time algorithm for CSP(A) by Bodirsky and Kára [BK10, Section
4] computes additional information in the form of an equality set: a set E ⊆ X2 such that for every
(x, x′) ∈ E and every solution s, it holds that s(x) = s(x′). Furthermore, there exists a solution t
such that t(x) 6= t(x′) for every (x, x′) 6∈ E.

With this in mind, we introduce the following notation. LetX be a set of variables, S ⊂ {1, . . . n}
and E ⊆ {(xi, yi) | x, y ∈ X, i ∈ S} where xi, yi denote fresh variables. Assume φ is a formula
over (Qn, <1,=1, . . . , <n,=n) that only uses the variables in X . If φ equals

∧

p∈{1,...,n}\S φp ∧ φS ,
where φp is a conjunction of S-weakly p-determined clauses for each p and φS is a conjunction of
S-determined clauses, then we let cm(φ,E) (for clause modification) denote the formula resulting
from φ by performing the following procedure for each p ∈ {1, . . . , n} \ S:

• If (xi, yi) ∈ E and φp contains a clause with the literal x 6=i y, then remove this literal from
the clause and add the conjunct x =i y.

• If (xi, yi) 6∈ E and φp contains a clause with the literal x 6=i y, then delete all literals in the
clause but this one.

The following proposition and its proof describe a polynomial time algorithm for CSP(D), where
Pol(D) satisfies certain conditions. A generalised version of this algorithm for first-order expansions
of (Q, <)(n) with n ≥ 2 will be presented in Proposition 63 and Algorithm 1. There are no profound
differences between the algorithms but the case when n = 2 is easier to present since we can keep
the formal machinery at a minimum.

Proposition 58. Suppose that D has a finite relational signature and that Pol(D) contains f1, f2
such that θ1(f1) equals min3, mx3, or mi3, and θ2(f2) is an ll-operation. Then CSP(D) can be
solved in polynomial time.

Proof. Apply Lemma 40 to the operation f1 for dimension i = 2. Then, there is an operation
f ′
1 ∈ Pol(D) such that θ2(f ′

1) is canonical over Aut(Q;<) and m := θ1(f ′
1) equals min3, mx3, or mi3.

By Lemma 41, f ′
1 preserves 6=2. Since θ2(f2) is an ll-operation, f2 preserves 6=2 as well. Therefore

we may assume without loss of generality that D contains the relation 6=2. Since θ1(Pol(D)) is
closed (by Proposition 17), it follows from Proposition 32 that θ1(Pol(D)) contains a pp-operation.
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Let τ be the signature of D and let A be an instance of CSP(D). For every R ∈ τ of arity k
and ā = (a1, . . . , ak) ∈ RA, let φR,ā be the first-order definition of R in (Q2;<1,=1, <2,=2), using
the elements a1, . . . , ak as free variables. Since θ1(Pol(D)) contains a pp-operation and θ2(Pol(D)
contains an ll-operation, we may assume that φR,ā has the form described in Proposition 54. Let
Φ = {φR,ā | R ∈ τ and ā ∈ RA}. The set Φ can be computed in polynomial time since D has a
finite signature. It is clear that A is a yes-instance of CSP(D) if and only if Φ is satisfiable. We will
now present a polynomial-time algorithm for checking the satisfiability of Φ. The basic idea is to
compute two sets Ψ1 and Ψ2 of logical formulas that are simultaneously satisfiable if and only if Φ
is satisfiable. The sets Ψ1 and Ψ2 are, in a sense that will be clarified below, connected to formulas
in Φ that contain weakly 1-determined and 2-determined clauses, respectively.

Every φ ∈ Φ is of the form φ1 ∧ ψ2, where φ1 is a conjunction of weakly 1-determined clauses
and ψ2 is a conjunction of clauses of the form

x1 6=2 y1 ∨ · · · ∨ xm 6=2 ym ∨ z1 <2 z0 ∨ · · · ∨ zℓ <2 z0 ∨ (z0 =2 z1 =2 · · · =2 zℓ).

Therefore ψ̂2 is a conjunction of ll-Horn clauses and by Theorem 38 preserved by an ll-operation.
We let Ψ2 denote the set of all formulas ψ̂2 obtained in this way from the members of Φ. Note that
Ψ2 can be computed in polynomial time since D has a finite relational signature.

Since Ψ2 is preserved by an ll-operation, we can check its satisfiability in polynomial time by
Theorem 38 combined with Theorem 29. If Ψ2 is not satisfiable, then we reject the input A.
Otherwise, we let E′ denote the equality set of the instance. For each (x, y) ∈ E′, we put a pair
(x2, y2) in the set E; this set will later on be used as an argument to the clause modification operator
cm(·) that was introduced in connection with Proposition 58.

Every φ in Φ is equivalent to a formula φ1 ∧ ψ2 as described above. Let S = {2} and note that
the formula φ1 ∧ψ2 admits application of the clause modification operator cm(·). Hence, we define
Φ′ to be the set of the formulas cm(φ1 ∧ ψ2, E) obtained from formulas φ ∈ Φ. Note that each
formula in Φ′ still defines a relation that has a primitive positive definition in D (since D contains
the relations =2 and 6=2). Further note that, up to renaming variables, only finitely many different
formulas may appear in Φ′: there are only finitely many inequivalent ways to remove 6=2-literals or
clauses with such literals and to add =2- or 6=2-conjuncts to the formulas φ1 ∧ ψ2 defining one of
the finitely many relations in D.

Every weakly 1-determined clause of a formula in Φ′ that does not contain a literal x 6=2 y
is 1-determined. Every φ′ ∈ Φ′ can thus be written as φ′1 ∧ φ′2, where φ′i is a conjunction of i-
determined clauses. It follows that φ′ is equivalent to ψ′

1 ∧ φ′2 where ψ′
1 = cr(φ′, {1}, φ′1). Note

that ψ′
1 is preserved by Pol(D). Since D has finite relational signature, there are only finitely many

inequivalent formulas that can arise in this way so the formulas ψ′
1 can be computed in polynomial

time: they can simply be stored in a fixed-size database that is computed off-line. By Lemma 21,
ψ̂′
1 is preserved by the operation m ∈ θ1(Pol(D)). Let Ψ1 be the set of all formulas ψ̂′

1 obtained
from Φ′ in this way. We may use the algorithmic part of Theorem 29 to decide whether Ψ1 is
satisfiable. If Ψ1 is not satisfiable, then we reject the input A and we accept it otherwise. We claim
that in this case Φ is satisfiable and, consequently, that A has a homomorphism to D.

Indeed, let s : A → Q be a solution to Ψ1 and let t : A → Q be a solution to Ψ2. Since D is
preserved by an operation g such that θ2(g) is an ll-operation, and ll-operations are injective, we may
assume that t satisfies x 6=2 y unless this literal has been removed from Φ by the algorithm. Then
the map x 7→ (s(x), t(x)) satisfies all formulas in Φ and it follows that A admits a homomorphism
to D.
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4.5 Classification in the 2-Dimensional Case

The known results about first-order expansions of (Q;<) from Section 4.1 combined with the results
from Section 4.3 imply an algebraic dichotomy for polymorphism clones of first-order expansions
of (Q2;<1,=1, <2,=2); the algebraic dichotomy implies a complexity dichotomy, using the results
from Section 4.4.

Theorem 59. Exactly one of the following two cases applies.

• For each i ∈ {1, 2} we have that θi(Pol(D)) contains min3, mx3, mi3, or ll3, or one of their
duals. Furthermore, D has a pwnu polymorphism and if D has a finite relational signature,
then CSP(D) is in P.

• Pol(D) has a uniformly continuous minor-preserving map to Pol(K3). In this case, D has a
finite signature reduct whose CSP is NP-complete.

Proof. For i ∈ {1, 2}, let Ci = θi(Pol(D)). If Ci, for some i ∈ {1, 2}, has a uniformly contin-
uous minor-preserving map from Ci to Pol(K3), then by composing uniformly continuous minor-
preserving maps there is also a uniformly continuous minor-preserving map from Pol(D) to Pol(K3),
which implies that D has a finite signature reduct whose CSP is NP-hard by Corollary 12. Assume
henceforth that there is no uniformly continuous minor-preserving map from Ci to Pol(K3).

Let Di be the structure with domain Q that contains all relations that are preserved by Ci;
note that Pol(Di) = Ci by Proposition 17. Clearly, Ci contains Aut(Q;<) and preserves <, so
Di is a first-order expansion of (Q;<). By Theorem 29, Ci contains min3, mx3, mi3, or ll3, or
the dual of one of these operations. By Lemma 45, we may assume that Ci contains an operation
fi ∈ {min3,mx3,mi3, ll3}; we assume without loss of generality that fi = ll3 whenever Ci contains
ll3. If Ci, for some i ∈ {1, 2}, contains a lex-operation, then Ci contains ll3: otherwise, θi(Pol(D))
would have to contain mi3, mx3, or mi3, and by Proposition 32 a pp-operation. It then follows from
the final statement in Theorem 38 that Ci contains ll3 and this contradicts our assumptions.

Assume that C2 contains ll3, and hence an ll-operation by Theorem 38. If C1 contains min3, mi3,
or mx3, then the polynomial-time tractability of CSP(D) follows from Proposition 58. Otherwise,
C1 contains ll3 (and hence an ll-operation by Theorem 38) and the polynomial-time tractability of
CSP(D) follows from Proposition 57. The case when C1 contains ll3 follows from the same argument
with the roles of the two dimensions exchanged.

Suppose in the following that neither C1 nor C2 contains a lex-operation. Remark 37 combined
with Theorem 38 imply that they do not contain the operation ll3. Then, both C1 and C2 contain
min3, mi3, or mx3, and Proposition 32 imply that both C1 and C2 contain a pp-operation. By
Proposition 55, every relation of D can be defined by a conjunction of 1-determined clauses and of
2-determined clauses. Thus, Lemma 22 implies that Pol(D) contains C1×C2. Then the polynomial-
time tractability of CSP(D) follows from Corollary 19 applied to A1,A2, and D.

We continue by proving that D admits a pwnu polymorphism. Let f be the ternary operation
such that θi(f) equals fi for every i ∈ {1, 2}. We claim that f preserves D. Let φ be a formula that
defines a relation from D. By Proposition 50, we may assume that φ is a normal conjunction of
clauses each of which is weakly i-determined for some i. Let a, b, c be tuples that satisfy φ. Let ψ
be a clause of φ. We may assume that ψ is weakly 2-determined, since the case where it is weakly
1-determined can be treated analogously. Then ψ is of the form ψ′∨ψ′′, where ψ′ is a 2-determined
clause and ψ′′ is a disjunction of 6=1-literals. We show that f(a, b, c) satisfies ψ.

Note that it follows from the discussion above that Ci contains for each i ∈ {1, 2} a pp-operation
or an ll-operation. If ψ contains a literal x 6=1 y, then it is not 2-determined and it follows from
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Proposition 55 that either C1 does not contain a pp-operation or C2 contains a lex-operation. In
the first case, C1 does not contain min3, mx3 or mi3 by Proposition 32 so f1 = ll3. In the second
case, Proposition 51 implies that ψ is weakly 1-determined. We see that f2 = ll3 by Theorem 38
since either (1) C2 simultaneously contains a lex-operation and a pp-operation or (2) C2 contains
an ll-operation. We may therefore assume that f1 = ll3 since, otherwise, we can treat ψ as a weakly
1-determined clause.

If one of the a, b, c satisfies the literal x 6=1 y, then f(a, b, c) satisfies the literal as well since
θ1(f) = f1 is injective. So suppose that none of a, b, c satisfies such literals. We show that f(a, b, c)
satisfies ψ′. Since f2 ∈ C2, there is f ′

2 ∈ Pol(D) such that θ2(f ′
2) = f2. Since f ′

2 preserves φ and
the relation =1, the tuple f ′

2(a, b, c) must satisfy the 2-determined clause ψ′ and hence f2(a, b, c)

satisfies ψ̂′ by Lemma 21. Another application of Lemma 21 shows that f(a, b, c) satisfies ψ′ as
well.

Finally, we prove that f is indeed a pwnu polymorphism of D. If ei1, e
i
2, e

i
3 show that fi is a

pwnu polymorphism of Di, then ej := (e1j , e
2
j), for j ∈ {1, 2, 3}, are the endomorphisms of D that

show that f is a pwnu polymorphism of D.
Since Aut(Q;<) = End(Q;<), it follows from Lemma 20 that Aut(D) = End(D) so Lemma 13

implies that the two cases in the statement are mutually exclusive.

4.6 Classification in the n-Dimensional Case

The approach in the previous section can be generalised to first-order expansions of (Q;<)(n) =
(Qn;<1,=1, . . . , <n,=n). From now on and for the remainder of Section 4, the symbol D denotes
such an expansion. We begin by generalising Definition 49.

Definition 60. Let S ⊆ {1, . . . , n} and p ∈ {1, . . . , n}. A clause is called S-weakly p-determined if
it is of the form

ψ ∨
∨

i∈{1,...,k} and ji∈S

xi 6=ji yi

where ψ is p-determined and k ≥ 0. A clause is called weakly p-determined if it is {1, . . . , n} \ {p}-
weakly p-determined (note that this is consistent with the notion of weakly p-determined for n = 2
from Definition 49).

Next, we connect conjunctions of S-weakly p-determined clauses with first-order expansions of
(Q;<)(n) that admit certain polymorphisms.

Proposition 61. Suppose that for every p ∈ {1, . . . , n} there is an operation f ∈ Pol(D) such that
θp(f) is an ll-operation or a pp-operation. Then for every relation R of D, if φ is a first-order
definition of R over (Qn;<1,=1, . . . , <n,=n) that is normal, then φ is a conjunction of clauses
each of which is weakly i-determined for some i ∈ {1, . . . , n}.

Proof. The proof is a generalisation of the proof of Proposition 50; the key step is to use the
generalisation of Corollary 44 which states that for i, j ∈ {1, . . . , n} and f ∈ Pol(D) such that θi(f)
is an ll- or a pp-operation there is an operation g ∈ Pol(D;≤1, 6=1, . . . ,≤n, 6=n) such that

• θi(g) is dominated by the first argument (or even equal to π2
1 if θi(f) is a pp-operation) and

• θj(g) is dominated by the second.
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To prove this, note first that we may without loss of generality assume that f preserves ≤k and
6=k for all k; for k = i this follows from the assumption and for k 6= i we may repeatedly apply the
n-dimensional generalisation of Lemma 42 (as discussed immediately after Lemma 40) to obtain an
operation that preserves ≤k and 6=k. By applying Lemma 42 to canonise the operation in the j-th
position and subsequent application of the n-dimensional generalisation of Lemma 43 to modify the
i-th position, we can prove the statement analogously to the proof of Corollary 44.

To prove the proposition, one can proceed as in the proof of Proposition 50; the only difference
is that the choice of the polymorphism g depends on the considered pair of literals, because it
needs to have the domination property in the right dimensions. In fact, the generalisation of that
proof yields the conclusion under the weaker assumption that for all but at most one p ∈ {1, . . . , n}
there exists f ∈ Pol(D) such that θp(f) is an ll-operation, a pp-operation, or the dual of such an
operation.

The following proposition introduces a new syntactic normal form and describes its relationship
with polymorphisms. It can be viewed as a generalisation of Propositions 51-56.

Proposition 62. Let S ⊆ {1, . . . , n} be such that

• for every p ∈ S there exists fp ∈ Pol(D) such that θp(fp) is an ll-operation, and

• for every p ∈ {1, . . . , n} \ S there exists fp ∈ Pol(D) such that θp(fp) is a pp-operation, but
there is no g ∈ Pol(D) such that θp(g) is a lex-operation.

Then, the following hold:

1. every relation of D can be defined by a conjunction of clauses each of which is an S-weakly
p-determined clause for some p ∈ {1, . . . , n},

2. if p ∈ {1, . . . , n} \ S, then the S-weakly p-determined clauses can be chosen to be of the form

u1 6=i1 v1 ∨ · · ·um 6=im vm ∨ y1 6=p x ∨ · · · ∨ yk 6=p x ∨ z1 ≤p x ∨ · · · ∨ zl ≤p x, (6)

where i1, . . . , im ∈ S, and

3. if p ∈ S, then the S-weakly p-determined clauses can be chosen to be ll-Horn clauses of the
form

x1 6=i1 y1 ∨ · · · ∨ xm 6=im ym ∨ z1 <p z0 ∨ · · · ∨ zℓ <p z0 ∨ (z0 =p z1 =p · · · =p zℓ)

for i1, . . . , im ∈ S (and where the last disjunct may not appear).

Proof. Every relation of D has a definition by a normal formula and, by Proposition 61, it can be
defined by a conjunction of clauses each of which is weakly i-determined for some i ∈ {1, . . . , n}.
Let R be a relation of D and let φ be such a definition. We show step by step that the statements
in items 1 − 3 hold true for R.

Proof of item 1. Let ψ be a weakly i-determined clause of φ for some i ∈ {1, . . . , n}. When i ∈ S and
j ∈ {1, . . . , n} \ S, then we can proceed as in the proof of Proposition 51: we use the generalised
version of Corollary 44 described in detail in the previous proof and we rule out the possibility
that ψ simultaneously contains a {<i,=i}-literal and a 6=j-literal. Therefore, ψ is an S-weakly
i-determined clause or an S-weakly j-determined clause in this case.
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If i, j ∈ {1, . . . , n} \ S are distinct, then there is an operation g ∈ Pol(D;≤1, 6=1, . . . ,≤n, 6=n)
with θi(g) = π2

1 and θj(g) = π2
2 . To see this, we first assume that g preserves ≤k and 6=k for all k

— if this is not the case, then we repeatedly apply Lemma 42 in all but the i-th dimension. The
existence of g can now be proved similarly as in the proof of Proposition 55 (the proof uses the
fact that there is no g ∈ Pol(D) such that θi(g) or θj(g) is a lex-operation). As in the proof of
Lemma 22, g can be used to prove that ψ cannot contain a {<i,=i, 6=i}-literal and 6=j-literal at
the same time. Hence, the clause ψ is an S-weakly i-determined clause. It follows that the normal
formula φ is in fact a conjunction of clauses each of which is S-weakly p-determined for some p.

Proof of item 2. We now prove that we may choose the clauses that are S-weakly p-determined for
p 6∈ S to have the syntactic form (6). We will proceed analogously to the proof of Proposition 53.
Let p ∈ {1, . . . , n} \ S and φ = φp ∧ φ0, where φp is the conjunction of all S-weakly p-determined
clauses of φ and φ0 is the conjunction of the remaining clauses. Let φ′p be the conjunction of all
clauses of the form (6) that are reduced and implied by φ. We will show that φ′ = φ′p ∧ φ0 implies
φ and hence defines R. Applying the same procedure for all p ∈ {1, . . . , n} \ S concludes the proof
of item 2.

To see that φ′ implies φ, we use the same orbit argument as in the proof of Proposition 53: φp
is equivalent to a conjunction of S-weakly p-determined clauses of the form

χ ∨ y1 ◦1 y2 ∨ · · · ∨ yk ◦k yk+1,

where χ =
∨m

j=1 uj 6=ij vj , ij ∈ S, j = 1, . . . ,m, and ◦1, . . . , ◦k ∈ {6=p,≥p}. We assume that these
clauses are minimal in the same sense as in the proof of Proposition 53. Let ψ be such a clause of
φ. The argument in the rest of the proof of Proposition 53 is not dependent on the indices ij in
the literals uj 6=ij vj in χ. Thus, it is applicable also in this case and shows that ψ is implied by
φ′. This proves that φ′ implies φ since ψ was chosen arbitrarily.

Proof of item 3. By items 1 and 2, we may assume without loss of generality that φ satisfies the
following condition: for every p ∈ {1, . . . , n} \ S, every S-weakly p-determined clause of φ is of the
form (6). Let φ1 be a conjunction of all S-weakly p-determined clauses of φ where p ∈ S and let φ2
be the conjuction of the remaining clauses of φ. We will now use Corollary 26 and the conjunction
replacement operator cr(·). We note that φ1 is a conjunction of S-determined clauses and hence
φ is equivalent to a formula ψ1 ∧ φ2 where ψ1 = cr(φ, S, φ1). Without loss of generality, we may
assume that ψ1 is normal. By Proposition 61, ψ1 is in fact a conjunction of clauses each of which
is weakly p-determined for some p and hence S-weakly p-determined for some p ∈ S.

Recall the variable expansion operator ve(·) that we defined just before Proposition 56. Since
for every p ∈ S, there is an operation fp ∈ Pol(D) such that θp(fp) is an ll-operation and ψ1 is
S-determined, it can be shown analogously to the claim in the proof of Proposition 56 that ve(ψ1)
is preserved by every ll-operation. By Theorem 38, ve(ψ1) is equivalent to a conjunction of ll-Horn
clauses. Since the formula ψ1 ∧ φ2 defines R, item 3 follows.

Note that the formula produced by Proposition 62 is not necessarily normal. Also note the
difference between the proof for n = 2 and general n: For n = 2, there are just three cases – S is
empty, S = {p} for some p, or S = {1, 2}. If S = {p}, then S-determined clauses are p-determined.
If S = {1, 2}, then the formula φ1 is equal to φ and thus trivially preserved by Pol(D). We continue
with a computational result where the proof is similar to the proof of Proposition 58.

Proposition 63. Suppose that D has a finite relational signature τ and for each p ∈ {1, . . . , n}
there exists fp ∈ Pol(D) such that θp(fp) equals ll3, min3, mx3, or mi3. Then, CSP(D) can be
solved in polynomial time.
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Proof. Without loss of generality, suppose that for every p ∈ {1, . . . , n} such that θp(Pol(D))
contains ll3, the operation fp is chosen to be such that θp(fp) = ll3. Let S ⊆ {1, . . . , n} be the set
of all such p. Moreover, we may assume that D contains relations 6=i for every i ∈ S. Otherwise
we repeatedly apply Lemma 40 on the operations fp, p ∈ {1, . . . , n}, and obtain polymorphisms f ′

p

such that

• θi(f
′
p) is canonical over Aut(Q;<) for every i 6= p (and hence preserves 6=i by Lemma 41),

• θp(fp) equals ll3, min3, mx, or mi3 (and hence preserves 6=p whenever p ∈ S).

Note that θp(Pol(D)) contains a pp-operation for every p ∈ {1, . . . , n} \ S (by Proposition 17
and Proposition 32), but it does not contain a lex-operation (by Theorem 38). By Theorem 38,
θp(Pol(D)) contains a ll-operation for p ∈ S. Let A be an instance of CSP(D). For every R ∈ τ
of arity k and ā = (a1, . . . , ak) ∈ RA, let φR,ā be the first-order definition of R in the structure
(Qn;<1,=1, . . . , <n,=n) using the elements a1, . . . , ak as the free variables. We then may assume
that φR,ā is of the form as described in Proposition 62.

Algorithm 1: CSP(D)

input: an instance A of CSP(D)
Φ := {φR,ā | R ∈ τ, ā ∈ RA}
foreach φ ∈ Φ do

write φ as
∧

p∈{1,...,n}\S φp ∧ φS , where φp is a conjunction of S-weakly p-determined
clauses and φS is a conjunction of S-determined ll-Horn clauses

ΨS := {ve(φS) | φ ∈ Φ}
// ΨS contains conjunctions of ll-Horn clauses over (Q, <) and its

// satisfiability can be checked in polynomial time by Theorems 29 and 38.

if ΨS is not satisfiable then
reject

let E denote the equality set corresponding to ΨS

foreach φ ∈ Φ do
write cm(φ,E) as

∧

p∈{1,...,n}\S φ
′
p ∧ φS ∧ φ′S , where φ′p is the conjunction of

p-determined clauses resulting from φp and φ′S is a conjunction of the added conjuncts

Φ′ := {cm(φ,E) | φ ∈ Φ}
foreach p ∈ {1, . . . , n} \ S do

// Every φ′ ∈ Φ′ defines a relation that is primitively positively

// definable over D.

Ψp := {ψ̂p | φ′ ∈ Φ′, ψp = cr(φ′, {p}, φ′p)}

// Ψp is preserved by min3, mx3, or mi3 and its satisfiability

// can be checked in polynomial time by Theorems 28 and 29.

if Ψp is not satisfiable then
reject

accept

In Algorithm 1 we present the algorithm for deciding whether a given instance A of CSP(D) has
a homomorphism to D. The algorithm uses the same ideas as are used in the proof of Proposition 58.
In particular, we can show by similar arguments that the sets Φ, ΨS , Φ′ and Ψp, p ∈ {1, . . . , n} \S,
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can be computed in polynomial time. Finally, the set E can be computed in polynomial time (as
was pointed out after Proposition 57) so the whole algorithm runs in polynomial time.

It is clear that if the algorithm rejects, then there is no homomorphism from A to D. In case
that the algorithm accepts, the existence of a homomorphism from A to D can be proved in a
similar fashion as in the proof of Proposition 58.

We are now in the position of proving the main result of this section.

Theorem 64. Exactly one of the following two cases applies.

• For each p ∈ {1, . . . , n} we have that θp(Pol(D)) contains min3, mx3, mi3, or ll3, or one of
their duals. In this case, D has a pwnu polymorphism. If D has a finite relational signature,
then CSP(D) is in P.

• Pol(D) has a uniformly continuous minor-preserving map to Pol(K3). In this case D has a
finite-signature reduct whose CSP is NP-complete.

Proof. For p ∈ {1, . . . , n}, define Cp := θp(Pol(D)). If Cp, for some p ∈ {1, . . . , n}, has a uniformly
continuous minor-preserving map from Cp to Pol(K3), then by composing uniformly continuous
minor-preserving maps there is also a uniformly continuous minor-preserving map from Pol(D) to
Pol(K3). This implies that D has a finite-signature reduct whose CSP is NP-hard by Corollary 12.

Otherwise, for every p ∈ {1, . . . , n} the clone Cp does not have a uniformly continuous minor-
preserving map to Pol(K3). Since Cp is a closed clone (by Proposition 17) that contains Aut(Q;<)
and preserves <, there exists a first-order expansion Dp of Aut(Q;<) such that Pol(Dp) = Cp. We
may therefore apply Theorem 29 and conclude that for every p ∈ {1, . . . , n} the clone Cp contains
an operation fp which equals min3, mx3, mi3, or ll3, or the dual of one of these operations. By the
version of Lemma 45 for n-fold algebraic products, we may assume without loss of generality that
fp ∈ {min3,mx3,mi3, ll3} for every p ∈ {1, . . . , n}. In case that D has a finite relational signature,
the polynomial-time tractability of CSP(D) follows from Proposition 63.

We may assume that fp = ll3 for every p such that Cp contains ll3. Let f be the ternary
operation such that θp(f) equals fp for every p ∈ {1, . . . , n}. We claim that f preserves D. Let φ
be a formula that defines a relation from D and has the form as described in Proposition 62 (the
argument in the proof of Proposition 63 implies that the assumptions are satisfied). We show that
f preserves φ. Let a, b, c be tuples that satisfy φ and let ψ be a clause of φ. We see that there is a
p ∈ {1, . . . , n} such that ψ is S-weakly p-determined. As in the proof of Theorem 59, one can show
that f(a, b, c) satisfies ψ. It follows that f preserves φ and f ∈ Pol(D).

As in the case when n = 2 (Theorem 59), we can show that f is a pwnu polymorphism, and
hence it follows from Lemma 20 and Lemma 13 that the two cases of the statement are mutually
exclusive.

4.7 Classification of Binary Relations

A relational signature is called binary if all its relation symbols have arity two, and a relational
structure is binary if its signature is binary. If D is binary, then the results from the previous
sections can be substantially strengthened. Note that an ω-categorical structure has only finitely
many distinct relations of arity at most two so we may assume that binary structures have a finite
signature.
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Definition 65. A formula is called an Ord-Horn clause if it is of the form

x1 6= y1 ∨ · · · ∨ xm 6= ym ∨ z1 ◦ z0

where ◦ ∈ {<,≤,=}, it is permitted that m = 0, and the final disjunct may be omitted. An
Ord-Horn formula is a conjunction of Ord-Horn clauses.

Ord-Horn clauses are ll-Horn and a first-order formula over (Q;<) is equivalent to an Ord-Horn
formula if and only if it is preserved by an ll-operation and the dual of an ll-operation [BK10]. We
say that a relation has an Ord-Horn definition if it can be defined by an Ord-Horn formula. The
polynomial-time tractability of CSP(B) if all relations of B have an Ord-Horn definition follows
from Theorem 29 and Theorem 38, but this was first shown by Nebel and Bürckert [NB95] using a
very different approach.

Theorem 66. Suppose that D is binary. Then exactly one of the following two cases applies.

• Each relation in D, viewed as a relation of arity 2n over Q, has an Ord-Horn definition. In
this case, D has a pwnu polymorphism and CSP(D) is in P.

• Pol(D) has a uniformly continuous minor-preserving map to Pol(K3). In this case, CSP(D)
is NP-complete.

Proof. If the second item of the statement does not apply, then Theorem 64 implies that D has
a pwnu polymorphism and for each p ∈ {1, . . . , n} we have that θp(Pol(D)) contains min3, mx3,
mi3, or ll3, or one of their duals. By Lemma 45 we may focus on the situation that θp(Pol(D))
contains min3, mx3, mi3, or ll3 (note that the dual of a relation with an Ord-Horn definition has
an Ord-Horn definition as well). Then Proposition 32 and Theorem 38 imply that the assumptions
of Proposition 61 hold, and therefore every relation of D can be defined by a normal conjunction
of clauses each of which is weakly s-determined for some s ∈ {1, . . . , n}. If such a clause contains
two disjuncts of the form x <i y and y <i x, then replace the disjuncts by x 6=i y. If such a
clause contains two disjuncts of the form x =i y and x 6=i y, then remove the clause (since it is
always true). If such a clause contains two disjuncts of the form x <i y and x =i y, then replace
the disjuncts by x ≤i y. Since the relations of D are binary, the resulting formula is Ord-Horn.
The result follows since we know that the satisfiability of Ord-Horn formulas can be decided in
polynomial time. Lemma 13 implies that the two items cannot hold simultaneously.

The reader should note that the Ord-Horn fragment does not have a characterisation in terms
of equations satisfied by the polymorphism clone [BPR20, Theorem 7.2].

5 Complexity Classification Transfer

Assume that C and D are classes of structures and that the complexity of CSP(D) is known for every
D ∈ D. A complexity classification transfer is a process that systematically uses this information
for inferring the complexity of CSP(C) for every C ∈ C. The particular method that we will
use originally appeared in [Bod21]. Combined with our classification for first-order expansions of
(Q;<)(n), this method allows us to derive several new dichotomy results in Section 6.

Let C and D denote relational structures. Two interpretations I and J of C in D are called
primitively positively homotopic1 (pp-homotopic) if the relation {(x̄, ȳ) | I(x̄) = J(ȳ)} is primitively

1We follow the terminology from [AZ86].
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first-order expansions of D
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D′

first-order expansions of C
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I

J
J ◦ I=pp id

Figure 1: Visualisation of Theorem 69. We use the symbol =pp to denote that two interpretations
are pp-homotopic.

positively definable in D. The identity interpretation of a τ -structure C is the identity map on C,
which is clearly a primitive positive interpretation. We write I1 ◦ I2 for the natural composition of
two interpretations I1 and I2.

Definition 67. Two structures C and D with a (primitive positive) interpretation I of C in D

and a (primitive positive) interpretation J of D in C are called mutually (primitively positively)
interpretable. They are called (primitively positively) bi-interpretable if additionally I ◦ J and J ◦ I
are pp-homotopic to the identity interpretation.

Note that structures that are (primitively positively) bi-definable are in particular bi-interpretable
(via 1-dimensional interpretations).

Example 68. The structure (Q;<) and the structure (I;m) from Example 7 are primitively positive
bi-interpretable (Example 3.3.3 in [Bod21]): the identity map I on I is a 2-dimensional primitive
positive interpretation of (I;m) in (Q;<), and the projection J : I → Q to the first coordinate is a
1-dimensional interpretation of (Q;<) in (I;m). The proof that the two interpretations provide a
bi-interpretation appears in the proof of Theorem 77 in a slightly more general setting.

The proof of Theorem 3.4.1 in [Bod21] shows the following stronger statement.

Theorem 69. Suppose D has a primitive positive interpretation I in C, and C has a primitive
positive interpretation J in D such that J ◦ I is pp-homotopic to the identity interpretation of C.
Then for every first-order expansion C′ of C there is a first-order expansion D′ of D such that I is
a primitive positive interpretation of D′ in C′ and J is a primitive positive interpretation of C′ in
D′. The theorem is described in Figure 1.

In particular, if C, D, C′ and D′ are as in Theorem 69, and C′ or D′ has a finite relational
signature (and hence we may assume that both have a finite signature), then CSP(C′) and CSP(D′)
have the same computational complexity (up to polynomial-time reductions) by Proposition 5.
Now, let C and D denote the sets of first-order expansions of C and D, respectively, and assume
that the complexity of CSP(D) is known for every D ∈ D. It follows that we can deduce the
complexity of CSP(C) for every C ∈ C.
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Formalism (Qn;<1,=1, . . . , <n,=n) classification Classification transfer
Cardinal Direction Calculus for n = 2 not used
Generalized CDC for general n not used
Interval Algebra not used used
Interval Algebra above {s, f} for n = 2 used
Rectangle Algebra for n = 2 used
n-dimensional Block Algebra for general n used

Table 2: Overview of results and methods used for studying first-order expansions of the basic
relations (unless otherwise stated).

6 Applications

This section demonstrates that our dichotomy result for first-order expansions of the structure
(Qn;<1,=1, . . . , <n,=n) from Section 4.6 can be combined with the complexity classification trans-
fer result from Section 5 to obtain surprisingly strong new classification results. We obtain full clas-
sifications for the complexity of the CSP for first-order expansions of several interesting structures;
an overview can be found in Table 2. Our results have stronger formulations when specialised to
binary languages; this yields simple new proofs of known results (Sections 6.1 and 6.2.1) and solves
long-standing open problems from the field of temporal and spatial reasoning (Sections 6.1 and 6.3).
For the basic structures in Table 2, our results show that the CSP for a first-order expansion B is
polynomial-time solvable if and only if each relation in B can be defined via an Ord-Horn formula.

6.1 Cardinal Direction Calculus

The Cardinal Direction Calculus (CDC) [Lig98b] is a formalism where the basic objects are the
points in the plane, i.e., the domain is Q2. The basic relations correspond to eight cardinal directions
(North, East, South, West and four intermediate ones) together with the equality relation. The
basic relations can be viewed as pairs (R1, R2) for all choices of R1, R2 ∈ {<,=, >}, where each
relation applies to the corresponding coordinate. The connection between cardinal directions and
pairs (R1, R2) is described in Table 3. Let C denote the structure containing the basic relations of
CDC. The classical formulation of CDC contains all binary relations that are unions of relations in
C. In the sequel, we will additionally be interested in the richer set of relations of arbitrary arity
that are first-order definable in C.

Theorem 70. Let B be a first-order expansion of C. Then exactly one of the following two cases
applies.

• Each of θ1(Pol(B)) and θ2(Pol(B)) contains mi3, min3, mx3, or ll3, or one of their duals. In
this case, Pol(B) has a pwnu polymorphism. If the signature of B is finite, then CSP(B) is
in P.

= N E S W NE SE SW NW
(=,=) (=, >) (>,=) (=, <) (<,=) (>,>) (>,<) (<,<) (<,>)

Table 3: The basic relations of Cardinal Direction Calculus
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• Pol(B) has a uniformly continuous minor-preserving map to Pol(K3) and B has a finite-
signature reduct whose CSP is NP-complete.

Proof. Clearly, every relation in B is first-order definable in (Q2;<1,=1, <2,=2). Moreover, the
relations in (Q2;<1,=1, <2,=2) are primitively positively definable in C:

• x <1 y is defined by ∃z
(
x(SW)z ∧ z(NW)y

)
,

• x =1 y is defined by ∃z
(
x(S)z ∧ z(N)y

)
, and

• the relations <2 and =2 can be defined analogously.

Thus, the result follows immediately from Theorem 59 because every first-order expansion of C can
be viewed as a first-order expansion of (Q2;<1,=1, <2,=2).

A slightly weaker version of the following result has been proved by Ligozat [Lig98b] using a
fundamentally different approach.

Corollary 71. Let B be a binary first-order expansion of C. Then exactly one of the following
cases applies.

• Each relation in B, viewed as a relation of arity four over Q, has an Ord-Horn definition. In
this case, B has a pwnu polymorphism and CSP(B) is in P.

• Pol(B) has a uniformly continuous minor-preserving map to Pol(K3) and CSP(B) is NP-
complete.

Proof. Immediate consequence of Theorem 66.

Ligozat [Lig01] and Balbiani et al. [BC02] discuss the natural generalisation of CDC to the
domain Qn: let CDCn denote this generalisation. Balbiani et al. [BC02, Section 7] claim that
a particular set of relations (referred to as strongly preconvex) is a maximal tractable subclass in
CDC3 that contains all basic relations, and they state that they have not been able to generalise
this result to higher dimensions. Theorem 70 and Corollary 71 can immediately be generalised to
this setting by using our results for (Q;<)(n). We conclude that the Ord-Horn class is the unique
maximal tractable subclass of CDCn (n ≥ 2) that contains all basic relations.

6.2 Allen’s Interval Algebra

We have already introduced Allen’s Interval Algebra in Example 7 to illustrate interpretations.
The complexity of all binary reducts of Allen’s Interval Algebra have been classified in [KJJ03].
However, little is known about the complexity of the CSP for first-order expansions of reducts of
Allen’s Interval Algebra. In this section we obtain classification results for first-order expansions
of some reducts of Allen’s Interval Algebra. For reducts of Allen’s Interval Algebra that contain m

this is an immediate consequence of the transfer result from Section 5 (Section 6.2.1). For the first-
order expansions of the structure that just contains the relations s and f (Section 6.2.2), we combine
classification transfer with our classification for the first-order expansions of (Q;<1,=1, <2,=2) from
Section 4.5.
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6.2.1 First-order Expansions of {m}

The following is a more explicit version of Theorem 3.4.3 in [Bod21] (which only states that the
CSP of a first-order expansions of (I;m) is polynomial-time solvable or NP-complete).

Theorem 72. Let B be a first-order expansion of (I;m). Then exactly one of the following cases
applies.

• The identity map on I is a 2-dimensional primitive positive interpretation of B in U, X, I,
or L. In this case, B has a pwnu polymorphism, and if B has a finite signature then CSP(B)
is polynomial-time solvable.

• Pol(B) has a uniformly continuous minor-preserving map to Pol(K3) (and B has a finite-
signature reduct whose CSP is NP-complete).

Proof. From Example 68 we know that (I;m) and (Q;<) are primitively positively bi-interpretable
via interpretations I and J of dimension 2 and 1, respectively, where I is the identity map on I.
Theorem 69 implies that there exists a first-order expansion C of (Q;<) such that I is a primitive
positive interpretation of B in C and J is a primitive positive interpretation of C in B.

If C has a primitive positive interpretation in U, X, I, L, then B has a primitive positive in-
terpretation in one of those structures. Since each of U, X, I, and L has a pwnu polymorphism
(Theorem 28) and since the existence of pwnu polymorphisms is preserved by primitive positive
interpretations (as was discussed in Section 2.3), the structure C has a pwnu polymorphism. Fur-
thermore, if B has a finite signature, then CSP(B) has a polynomial-time reduction to the CSP of
one of those structures by Proposition 5. The polynomial-time tractability then follows from The-
orem 28 and Theorem 29. Otherwise, Theorem 29 implies that Pol(C) has a uniformly continuous
minor-preserving map to Pol(K3). Since there is also a uniformly continuous minor-preserving map
from Pol(B) to Pol(C) by Theorem 11, we can compose maps and obtain a uniformly continous
minor-preserving map from Pol(B) to Pol(K3). By Corollary 12, B has a finite-signature reduct
whose CSP is NP-complete.

The structure (I;m) is homogeneous (see, e.g., [Bod21, Example 5.5.5]). In order to apply
Lemma 13 on the structure B, we prove that Aut(B) = End(B). It is clear that Aut(B) ⊆
End(B). We prove the inverse inclusion. Every endomorphism of (I;m) is injective and preserves
the complement of m since all basic relations have a primitive positive definition in (I;m) and every
pair of distinct intervals satisfies one of the basic relations (see Example 7). By the homogeneity
of (I;m), every restriction of its endomorphism on a finite set extends to an automorphism so
End(I;m) ⊆ Aut(I;m). Since B is a first-order expansion of (I;m), we get

End(B) ⊆ End(I;m) ⊆ Aut(I;m) = Aut(B).

It follows from Lemma 13 that the two cases of the statement are mutually exclusive.

Nebel & Bürckert [NB95] proved (by a computer-generated proof) that if a reduct B of Allen’s
Interval Algebra only contains relations that have an Ord-Horn definition when considered as a
relation of arity four over Q, then CSP(B) is in P. Otherwise, and if it contains the relation m, it
has an NP-hard CSP. Later on, Ligozat [Lig98a] presented a mathematical proof of this result. We
can derive a stronger variant of the results by Nebel & Bürckert and Ligozat as a consequence of
Theorem 72.
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Theorem 73. Let B be a binary first-order expansion of (I;m). Then exactly one of the following
cases applies.

• Every relation of B, viewed as a relation of arity four over Q, has an Ord-Horn definition.
In this case, B has a pwnu polymorphism and CSP(B) is in P.

• Pol(B) has a uniformly continuous minor-preserving map to Pol(K3) and CSP(B) is NP-
complete.

Proof. If Pol(B) has a uniformly continuous minor-preserving map to Pol(K3), then the statement
follows from Corollary 12. Otherwise, Theorem 72 implies that B has a pwnu polymorphism and
the identity map I on I is a 2-dimensional primitive positive interpretation in U, X, I, or L. We
claim that every relation R of B, considered as a relation of arity four over Q, has an Ord-Horn
definition. Let φ(u1, u2, v1, v2) be the first-order formula that defines I−1(R) over (Q;<). Note
that if I(u1, u2) = u then u1 < u2, and if I(v1, v2) = v then v1 < v2, so φ implies u1 < u2∧v1 < v2.

We first consider the case that B has a 2-dimensional primitive positive interpretation in U, X,
or I. In this case, φ is preserved by a pp-operation (Proposition 32), and we may assume that φ
has the syntactic form described in Theorem 33. Since φ implies u1 < u2 ∧ v1 < v2, we may add
these two conjuncts to φ; note that the resulting formula is still of the required form. We may
additionally assume that φ is reduced, because every formula obtained from φ by removing literals
is again of the required form. Each clause in φ has the form

y1 6= x ∨ · · · ∨ yk 6= x ∨ z1 ≤ x ∨ · · · ∨ zl ≤ x.

We have to show that l ≤ 1. If u1 ∈ {z1, . . . , zl} and u2 equals x then the conjunct u1 < u2 implies
that the literal u1 ≤ u2 is true in every satisfying assignment to φ, which means that the clause
has no other literals by the assumption that φ is reduced, and we are done. If u1 equals x and u2
equals zi, for some i ∈ {1, . . . , l}, then the conjunct u1 < u2 implies that removing the literal zi ≤ x
would result in an equivalent formula, in contradiction to the assumption that φ is reduced. If u1
equals zi and u2 equals zj for some i, j ∈ {1, . . . , l}, then the clause u1 < u2 implies that the literal
zj ≤ x is redundant, again in contradiction to the assumption that φ is reduced. We see that if
one of u1, u2 is from {z1, . . . , zl}, then the other variable cannot be from {x, z1, . . . , zl}. The same
argument applies to v1 and v2 and we conclude that l ≤ 1.

Finally we consider the case that B has a 2-dimensional primitive positive interpretation in L.
In this case, Theorem 38 implies that every relation of B, considered as a relation of arity four over
Q, has a definition φ(u1, u2, v1, v2) by a conjunction of ll-Horn clauses

x1 6= y1 ∨ · · · ∨ xm 6= ym ∨ z1 < z0 ∨ · · · ∨ zl < z0 ∨ (z0 = z1 = · · · = zl)

(where the final disjunct might be missing). Again we may assume that φ contains the two clauses
u1 < u2 and v1 < v2, and we may also assume that φ is reduced in the sense that whenever we
remove a literal zi < z0 and remove zi from the final disjunct z0 = z1 = · · · = zl, or if we remove
the final disjunct entirely, we obtain a formula which is not equivalent to φ. It suffices to show that
this implies that l ≤ 1. Again, we break into cases. If both u1 and u2 are in {z0, z1, . . . , zl}, then
the final disjunct is never satisfied, so we may assume that it is not present. If u1 ∈ {z1, . . . , zl}
and u2 equals z0, then the literal zi < z0 would be true in every satisfying assignment to φ, which
means that the clause has no other literals by the assumption that φ is reduced, and we are done.
If u1, u2 ∈ {z1 . . . , zl} we also obtain a contradiction to the assumption that φ is reduced. If u1
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equals z0 and u2 equals zi for some i ∈ {1, . . . , l}, then the literal zi < z0 would be false and can
be removed, in contradiction to φ being reduced. Again it follows that at most one of u1 and u2
can appear in {z0, . . . , zl}. Analogous reasoning for v1 and v2 implies that l ≤ 1.

As in the proof of Theorem 72, the disjointness of the two cases follows from Lemma 13.

6.2.2 First-order Expansions of {s, f}

Despite the obvious difference between the domains I and Q2, there is a way to use our classification
of the first-order expansions of (Q2;<1,=1, <2,=2) to obtain classification results for first-order
expansions of (I; s, f). Our starting point is the following definability result.

Lemma 74. (I; s, f) and (Q2;<1,=1, <2,=2) are primitively positively bi-definable.

Proof. Let B be the structure with domain B = Q2 and the relations

sB := {(a, b) ∈ B2 | a =1 b ∧ a <2 b},

fB := {(a, b) ∈ B2 | a =2 b ∧ b <1 a}.

Observation 1. The relation s can be defined by the same primitive positive formula as the one
above for sB using the relations =1 and <2 restricted to I; the same is true for the relations f and
fB using the relations =2 and <1. ⋄

The relations in (Q2;<1,=1, <2,=2) can be primitively positively defined in B as follows.

=1 =
{

(a, b) ∈ B2 | ∃c
(
c(sB)a ∧ c(sB)b

)}
,

=2 =
{

(a, b) ∈ B2 | ∃c
(
c(fB)a ∧ c(fB)b

)}
,

<1 =
{

(a, b) ∈ B2 | ∃c, d
(
a =1 c ∧ d(fB)c ∧ d(sB)b

)}
,

<2 =
{

(a, b) ∈ B2 | ∃c, d
(
b =2 c ∧ d(sB)c ∧ d(fB)a

)}
.

Observation 2. The restrictions of the relations <1,=1, <2,=2, on the set I2 can be defined by
the same primitive positive formulas with sB replaced by s and fB replaced by f. ⋄

Claim. The structures B and (I; s, f) are isomorphic.

We prove the statement by a back-and-forth argument. Suppose that i is an isomorphism between
a finite substructure A of (I; s, f) and a finite substructure A′ of B. The sets A and A′ denote (as
usual) the domains of A and A′, respectively. Let

A1 := {p ∈ Q | (p, q) ∈ A} A′
1 := {p ∈ Q | (p, q) ∈ A′}

A2 := {q ∈ Q | (p, q) ∈ A} A′
2 := {q ∈ Q | (p, q) ∈ A′}.

Define i1 : A1 → A′
1 by setting i1(p) = p′ if there exist q, q′ ∈ Q such that i(p, q) = (p′, q′). Similarly,

define i2 : A2 → A′
2 by setting i2(q) = q′ if there exist p, p′ ∈ Q such that i(p, q) = (p′, q′). By

Observation 1, the isomorphisms i and i−1 preserve the relations <1,=1, <2,=2. Therefore i1 and
i2 and their inverses are well-defined bijections and preserve <. By the homogeneity of (Q;<),
there exist automorphisms α1 and α2 that extend i1 and i2.

For going forth, let (a, b) ∈ I \ A. Then i is extended by setting i(a, b) := (α1(a), α2(b)). Since
α1 and α2 preserve <, the extended map i preserves the relations <1,=1, <2,=2. Observation
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2 implies that i is a homomorphism between a substructure of (I; s, f) and a substructure of B.
The operations α1 and α2 are automorphisms of (Q;<), hence i is injective and i−1 preserves
<1,=1, <2,=2. Therefore, the extension of i is an isomorphism.

For going back, let (a′, b′) ∈ Q2 \ A′. Then i is extended by setting i(α−1
1 (a′), α−1

2 (b′)) :=
(a′, b′); to prove that the extension is an isomorphism, we may argue similarly as in the forth step.
Alternating between going back and going forth, we may thus construct an isomorphism between
the two countable structures (I; s, f) and B. ⋄

The claim implies that (I; s, f) is isomorphic to the structure B, which is primitively positive inter-
definable with (Q2;<1,=1, <2,=2), i.e., (I; s, f) and (Q2;<1,=1, <2,=2) are primitively positively
bi-definable.

With the aid of Lemma 74, we can now proceed in a way that is similar to the proof of The-
orem 72. Before we prove the main result in Theorem 76, we first need to verify that (I; s, f) is
homogeneous.

Lemma 75. The structure (I; s, f) is homogeneous.

Proof. Suppose that i is an isomorphism between finite substructures A and A′ of (I; s, f). We show
that i can be extended to an automorphism of (I; s, f) by a back-and-forth argument. The argument
is very similar to the proof of the claim in Lemma 74, therefore we only sketch it. Let the sets A1

and A2 be defined as in the proof of the claim. As we already noted in the proof of Lemma 74,
the restrictions of the relations <1,=1, <2,=2 on the set I2 are primitively positively definable in
(I; s, f). Thus we may define the <-preserving bijections ij : Aj → A′

j , j = 1, 2, as in the proof of
the claim. By homogeneity of (Q, <), there exist automorphisms α1 and α2 of (Q, <) that extend
i1 and i2, respectively.

For going forth, let (a, b) ∈ I \A, then we extend i by setting i(a, b) = (α1(a), α2(b)). For going
back, let (a′, b′) ∈ I \A′, then i is extended by i(α−1

1 (a′), α−1
2 (b′)) = (a′, b′). The same argument as

in the proof of the claim in Lemma 74 implies that these extensions are isomorphisms. Alternating
between going back and forth, we construct an automorphism of the countable structure (I; s, f)
that extends i. It follows that (I; s, f) is homogeneous.

Theorem 76. Let D be a first-order expansion of (I; s, f). Then exactly one of the following cases
applies.

• D has a pwnu polymorphism. If D has a finite relational signature, then CSP(D) is in P.

• Pol(D) has a uniformly continuous minor-preserving map to Pol(K3). In this case, D has a
finite-signature reduct whose CSP is NP-complete.

Proof. There is a first-order expansion C of (Q2;<1,=1, <2,=2) such that D has a primitive positive
interpretation in C and vice versa, by Lemma 74 together with Theorem 69. If Pol(D) has a
uniformly continuous minor-preserving map to Pol(K3), then D has a finite-signature reduct whose
CSP is NP-complete by Corollary 12. Otherwise, since there is a uniformly continuous minor-
preserving map from Pol(D) to Pol(C) by Theorem 11, Pol(C) does not have a uniformly continuous
minor-preserving map to Pol(K3) as well. By Theorem 59, C has a pwnu polymorphism and CSP(C)
is in P if C has a finite signature. Since primitive positive interpretations preserve the existence of
pwnu polymorphisms, D has a pwnu polymorphism as well. Moreover, if D has a finite signature,
then C can be assumed to have a finite signature and CSP(D) is in P by Proposition 5.
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To see that the two cases in the statement are mutually exclusive, we use Lemma 13. By
Lemma 75, (I; s, f) is homogeneous. We prove that End(I; s, f) ⊆ Aut(I; s, f). Note that every pair
of intervals satisfies exactly one of the following relations: p ∪m ∪ o, p` ∪m` ∪ o`, d, d`, s, s`, f,
f`, ≡. The relations ≡, s, and f are trivially primitively positively definable in (I; s, f). Moreover,
all the remaining relations are primitively positively definable as well, since the relation p ∪m ∪ o

has the definition
∃z(x(s)z ∧ y(f)z),

the relation d has the definition
∃z(x(s)z ∧ z(f)y),

and the remaining definitions are obtained by exchanging the roles of x and y in the definitions
of the relations s, f, p ∪ m ∪ o, and d. Since endomorphisms preserve primitively positively de-
finable relations, it follows that the endomorphisms of (I; s, f) are injective and preserve also the
complements of s and f. Therefore, a restriction of an endomorphism of (I; s, f) is an isomor-
phism and can be extended to an automorphism by the homogeneity of (I; s, f). This implies that
End(I; s, f) ⊆ Aut(I; s, f). Since D is a first-order expansion of (I; s, f),

End(D) ⊆ End(I; s, f) ⊆ Aut(I; s, f) = Aut(D).

Clearly, Aut(D) ⊆ End(D), which implies Aut(D) = End(D). By Lemma 13, the cases in the
statement are mutually exclusive.

We note that relations s and f are primitively positively definable in {m} but m is not primitively
positively definable in {s, f}, so Theorem 76 is incomparable to Theorem 72.

6.3 Block Algebra

We will now study the n-dimensional block algebra (BAn) by Balbiani et al. [BCdC02]. This
formalism has become widespread since it can capture directional information in spatial reasoning,
something that the classical RCC formalisms cannot. Let n ≥ 1 be an integer. The n-dimensional
block algebra has the domain In. For relations R1, . . . , Rn from the interval algebra, we write

{((x1, . . . , xn), (y1, . . . , yn)) ∈ (In)2 | xi(R
i)yi, 1 ≤ i ≤ n}.

The structure BAn contains all such relations, and we say that the relation (R1|R2| . . . |Rn) is basic
if R1, . . . , Rn are basic relations in the interval algebra. We note that BA1 is the interval algebra
and that BA2 is often referred to as the rectangle algebra (RA) [Gue89, MJ90].

We begin by studying first-order expansions of (I;m) ⊠ (I;m) = (I2;m1,=1,m2,=2). It is easy
to see that the relation =i is primitively positively definable by mi, hence it is equivalent to study
the first-order expansions of the structure (I2;m1,m2). Note that the relation m1 and m2 over I2

can be written as (m|⊤) and (⊤|m) respectively in the terminology of the Block Algebra. Also note
that m1 and m2 are primitively positively definable over the basic relations of the rectangle algebra:
for example, ∃z(x(m|p)z ∧ y(≡ |p)z) is equivalent to x(m|⊤)y. The fact that every basic relation in
the interval algebra has a primitive positive definition over (I;m) [AH85] now immediately implies
that every RA relation has a primitive positive definition over (I2;m1,m2). Hence, the results below
imply a classification of the Rectangle Algebra above the basic relations.
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Theorem 77. Let D be a first-order expansion of the structure (I2;m1,m2). Then there exists a
first-order expansion C of (Q2;<1,=1, <2,=2) such that D has a 2-dimensional primitive positive
interpretation in C and C has a 1-dimensional primitive positive interpretation in D.

Furthermore, exactly one of the following two cases applies.

• D has a pwnu polymorphism. If the signature of D is finite, then CSP(D) is in P.

• There exists a uniformly continuous minor-preserving map from Pol(D) to Pol(K3) and D

has a finite-signature reduct whose CSP is NP-complete.

Proof. For the first part of the statement we apply Theorem 69; so it suffices to prove that
(I2;m1,m2) and (Q2;<1,=1, <2,=2) are primitively positively bi-interpretable via interpretations
of dimension 2 and 1, respectively. This is basically the primitive positive bi-interpretation of (I;m)
and (Q;<) from Example 3.3.3 in [Bod21] performed in each dimension separately.

• There is a 2-dimensional interpretation I of (I2;m1,m2) in (Q2;<1,=1, <2,=2) whose domain
U ⊆ (Q2)2 has the primitive positive definition δ(a, b) given by a <1 b ∧ a <2 b. The
interpretation I : U → I2 is given by

((a1, a2), (b1, b2)) 7→ ((a1, b1), (a2, b2)).

The relation
I−1(mi) = {((a, b), (c, d)) | I(a, b) (mi) I(c, d)} ⊆ U2

has the primitive positive definition b =i c in (Q2;<1,=1, <2,=2). The relation

I−1((≡ | ≡)) = {((a, b), (c, d)) | I(a, b) (≡ | ≡) I(c, d)} ⊆ U2

has the primitive positive definition a =1 c ∧ a =2 c ∧ b =1 d ∧ b =2 d in (Q2;<1,=1, <2,=2).

• There is a one-dimensional interpretation J : I2 → Q2 of (Q2;<1,=1, <2,=2) in (I2;m1,m2)
given by

((p1, p2), (q1, q2)) 7→ (p1, q1).

The relation
J−1(<i) = {(x, y) | J(x) <i J(y)} ⊆ (I2)2

has the primitive positive definition

∃u, v(u(mi)x ∧ u(mi)v ∧ v(mi)y)

in (I2;m1,m2). The relation J−1(=i) has the primitive positive definition

φi(x, y) := ∃u(u(mi)x ∧ u(mi)y)

in (I2;m1,m2) so J−1(=) has the definition φ1(x, y) ∧ φ2(x, y).

• J ◦ I is pp-homotopic to the identity interpretation: We have

J(I(a, b)) = c if and only if a = c.
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• I◦J is pp-homotopic to the identity interpretation: Note that the formula φi((x
1, x2), (y1, y2))

defines the relation
{((x1, x2), (y1, y2)) | xi =1 y

i} ⊆ (I2)2

in (I;mi). If x = ((x11, x
1
2), (x21, x

2
2)) and y = ((y11 , y

1
2), (y21 , y

2
2)) are elements of I2, then

I(J(x), J(y)) = I((x11, x
2
1), (y11 , y

2
1)) = ((x11, y

1
1), (x21, y

2
1)).

Therefore we have I(J(x), J(y)) (≡ | ≡) z if and only if

φ1(x, z) ∧ z(m1)y ∧ φ2(x, z) ∧ z(m2)y.

This concludes the proof of the first statement.
To prove the second statement, suppose that there is no uniformly continuous minor-preserving

map from Pol(D) to Pol(K3)—otherwise, we are done by Corollary 12. Since there is a primitive
positive interpretation of C in D, there is a uniformly continuous clone homomorphism from Pol(D)
to Pol(C) by Lemma 10, and there cannot exist a uniformly continuous minor-preserving map from
Pol(C) to Pol(K3). It now follows from Theorem 59 that Pol(C) has a pwnu polymorphism and
if C has a finite relational signature then CSP(C) is in P. By the first statement, there is also a
primitive positive interpretation of D in C. Therefore, the polynomial-time tractability of CSP(D)
in the finite signature case follows from Lemma 9. Moreover, there is a clone homomorphism from
Pol(C) to Pol(D), again by Lemma 10. Therefore, D has a pwnu polymorphism as well.

Finally, we show that the two cases in the statement are mutually exclusive. In the proof of
Theorem 72, we noted that (I;m) is homogeneous and End(I;m) ⊆ Aut(I;m) so we conclude that
End(I;m) = Aut(I;m). Let D′ be a first-order expansion of D by the relations =1 and =2, then
D′ is a first-order expansion of (I;m) ⊠ (I;m). By Lemma 20, Aut(D′) = End(D′). Since =1 and
=2 are primitively positively definable in D, we obtain that Aut(D) = End(D). Since D is a first-
order reduct of the homogeneous structure (I;m) ⊠ (I;m), the two cases are mutually exclusive by
Lemma 13.

We now consider binary first-order expansions of (I2;m1,m2). The proof combines arguments
from Theorem 73 and Theorem 77.

Theorem 78. Let B be a binary first-order expansion of (I2;m1,m2). Then exactly one of the
following cases applies.

• Every relation of B, viewed as a relation of arity 8 over Q, has an Ord-Horn definition. In
this case, B has a pwnu polymorphism and CSP(B) is in P.

• Pol(B) has a uniformly continuous minor-preserving map to Pol(K3) and CSP(B) is NP-
complete.

Proof. Let B′ be the first-order expansion of (Q2;<1,=1, <2,=2) such that B has a 2-dimensional
primitive positive interpretation I in B′ and B′ has a 1-dimensional primitive positive interpretation
in B which exists by Theorem 77. By Theorem 69, I may be taken to be the same interpretation
I : U → I2 as in the proof of Theorem 77, where U = {(a, b) ∈ Q2 | a <1 b ∧ a <2 b} and

I : ((a1, a2), (b1, b2)) 7→ ((a1, b1), (a2, b2)).
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If Pol(B) has a uniformly continuous minor-preserving map to Pol(K3), then CSP(B) is NP-
hard by Corollary 12. Otherwise, it follows from Lemma 10 that Pol(B′) does not have a uniformly
continous minor-preserving map to Pol(K3) and Theorem 59 implies that for each i ∈ {1, 2} there
exists fi ∈ Pol(B′) such that θi(fi) equals min3, mx3, mi3, ll3, or one of their duals and that
CSP(B′) is in P. By Proposition 5, CSP(B) is in P, too. In this case, B has a pwnu polymorphism
by Theorem 77; the theorem also implies that the two cases in the statement are mutually exclusive.

It remains to show that every (binary) relation of B, considered as a relation of arity 8 over Q,
has an Ord-Horn definition. Let R be a relation of B. Observe that it is sufficient to show that the
4-ary relation I−1(R) has a definition φ that is a conjunction of clauses of the form

x1 6=i1 y1 ∨ · · · ∨ xm 6=im ym ∨ z1 ◦ z0, (7)

where ij ∈ {1, 2}, ◦ ∈ {<1,≤1,=1, <2,≤2,=2}, it is permitted that m = 0 and the last disjunct
may be omitted. With this in mind, ve(φ) (as defined just before Proposition 56) is the desired
Ord-Horn definition of R viewed as a relation of arity 8 over Q. By Lemma 45, we may focus on the
situation when θi(fi) ∈ {min3,mx3,mi3, ll3} (since an Ord-Horn definition with reversed ordering
in one of the dimensions results in an Ord-Horn definition again).

Let φ(u1, u2, v1, v2) be the first-order definition of I−1(R) over (Q2;<1,=1, <2,=2). By the
definition of I, if I(u1, u2) = u, then u1 <1 u2∧u1 <2 u2 and if I(v1, v2) = v, then v1 <1 v2∧v1 <2

v2. Therefore, φ implies that the four conjuncts above hold.
Suppose first that θi(fi) = ll3, i = 1, 2, then, by Proposition 17 and Theorem 38, θi(Pol(B′))

contains an ll-operation for both i. By Proposition 56, we may assume that φ is a conjunction of
clauses of the form

x1 6=i1 y1 ∨ · · · ∨ xm 6=im ym ∨ z1 <j z0 ∨ · · · ∨ zℓ <j z0 ∨ (z0 =j z1 =j · · · =j zℓ)

for i1, . . . , im, j ∈ {1, 2} and where the last disjunct may be omitted. Since φ implies u1 <1 u2,
u1 <2 u2, v1 <1 v2 and v1 <2 v2, we may add these conjuncts to φ without loss of generality;
note that the formula is still of the required form. By an analogous argument as in the proof of
Theorem 73, we can assume that φ is of the form (7).

Next, let θ1(f1) ∈ {min3,mx3,mi3} and θ2(f2) = ll3. As in the previous paragraph, θ2(Pol(B′))
contains an ll-operation. Similarly, by Proposition 17 and Proposition 32, θ1(Pol(B′) contains a
pp-operation. By Proposition 54, R may be defined by a conjunction of weakly 1-determined clauses
of the form

u1 6=2 v1 ∨ · · ·um 6=2 vm ∨ y1 6=1 x ∨ · · · ∨ yk 6=1 x ∨ z1 ≤1 x ∨ · · · ∨ zl ≤1 x

together with 2-determined clauses of the form

x1 6=2 y1 ∨ · · · ∨ xm 6=2 ym ∨ z1 <2 z0 ∨ · · · ∨ zℓ <2 z0 ∨ (z0 =2 z1 =2 · · · =2 zℓ).

Again, we may add the implied conjuncts u1 <1 u2, u1 <2 u2, v1 <1 v2 and v1 <2 v2 to the defining
formula. Now we may use the same arguments as in the proof of Theorem 73 to prove that each
of the clauses may be taken to be a clause of the form (7). The proof with the two dimensions
exchanged is analogous.

Finally, assume that θi(fi) ∈ {min3,mx3,mi3} for i ∈ {1, 2}. We can reason analogously to the
previous paragraph and conclude that θi(Pol(B′)), i ∈ {1, 2}, contains a pp-operation. Furthermore,
Theorem 38 implies that we may assume that θi(Pol(B′)), i ∈ {1, 2}, does not contain a lex-
operation (otherwise it would contain an ll-operation and this case would be covered by one of the
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previous cases). By applying Proposition 55 twice (the second time with the roles of the dimensions
exchanged), every relation of B′ can be defined by a formula ψ1 ∧ ψ2 such that ψi is a conjunction
of clauses of the form

y1 6=i x ∨ · · · ∨ yk 6=i x ∨ z1 ≤i x ∨ · · · ∨ zl ≤i x.

As in the previous cases, we may add the conjuncts u1 <1 u2, u1 <2 u2, v1 <1 v2 and v1 <2 v2 to
the formula ψ1 ∧ ψ2 without loss of generality. Now we may proceed analogously to the proof of
Theorem 73 and show that if the formula is reduced, it is of the form (7).

Balbiani et al. [BCdC99] have presented a tractable subclass—consisting of the so-called strongly
preconvex relations—of the rectangle algebra. They write the following on page 447.

The subclass generated by the set of the strongly preconvex relations is now the
biggest known tractable set of RA which contains the 169 atomic relations. An open
question is: is this subclass a maximal tractable subclass which contains the atomic
relations?

We answer their question affirmatively. We know that every basic RA relation has a primitive
positive definition in (I2;m1,m2), and we observed in the beginning of this section that the relation
m1 is primitively positively definable with the aid of the basic relations (m|p) and (≡ |p), and m2

is analogously primitively positively definable from (p|m) and (p| ≡). We have thus proved (via
Theorem 78) that the Rectangle Algebra contains a single maximal subclass that is polynomial-time
solvable and contains all basic relations. The relations in this subclass are definable via Ord-Horn
formulas, and Balbiani et al. [BCdC02, Section 6.2] have proved that strongly preconvex relations
coincide with Ord-Horn-definable relations.

We continue by analysing the n-dimensional block algebra when n > 2. The approach is similar
to the approach used for the rectangle algebra: we use complexity transfer to deduce a classification
for first-order expansions of (In;m1, . . . ,mn) from the classification for first-order expansions of
(Qn;<1,=1, . . . , <n,=n). The relations m1, . . . ,mn are primitively positively definable from the
basic relations of the n-dimensional block algebra, so we obtain in particular a classification of the
complexity of the CSP for all first-order expansions of the basic relations of the n-dimensional block
algebra.

Theorem 79. Let D be a first-order expansion of the structure (In;m1, . . . ,mn). Then there exists
a first-order expansion C of (Qn;<1,=1, . . . , <n,=n) such that D has a 2-dimensional primitive
positive interpretation in C and C has a 1-dimensional primitive positive interpretation in D. Fur-
thermore, exactly one of the following two cases applies.

• D has a pwnu polymorphism. If the signature of D is finite, then CSP(D) is in P.

• There exists a uniformly continuous minor-preserving map from Pol(D) to Pol(K3) and D

has a finite-signature reduct whose CSP is NP-complete.

Proof. Straightforward generalisation of Theorem 77.

It has been known for a long time that the set of Ord-Horn-definable relations is a tractable
fragment of the n-dimensional Block Algebra [BCdC02]. In that article (pp. 907–908), Balbiani et
al. note the following.
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The problem of the maximality of this tractable subset [Ord-Horn] remains an open
problem. Usually to prove the maximality of a fragment of a relational algebra an
extensive machine-generated analysis is used. Because of the huge size ... we cannot
proceed in the same way.

We answer this question in the affirmative: the subset of relations in BAn that can be viewed as
arity-4n relations with an Ord-Horn definition, is a maximal tractable subclass. Furthermore, it is
the only maximal subclass that is tractable and contains all basic relations. To see this, we proceed
in the same way as in the analysis of the Rectangle Algebra. First of all, every basic relation in
BAn has a primitive positive definition in (In;m1, . . . ,mn), and the relations m1, . . . ,mn are easily
seen to be primitively positive definable in the basic relations of BAn. It follows from the corollary
below that the only maximal subclass of BAn that is polynomial-time solvable and contains all
basic relations is the Ord-Horn class.

Corollary 80. Let B be a binary first-order expansion of (In;m1, . . . ,mn). Then exactly one of
the following cases applies.

• Each relation in B, viewed as a relation of arity 4n over Q, has an Ord-Horn definition. In
this case, B has a pwnu polymorphism and CSP(B) is in P.

• Pol(B) has a uniformly continuous minor-preserving map to Pol(K3) and B has a finite-
signature reduct whose CSP is NP-complete.

Proof. Recall Theorem 79 and let B′ be the first-order expansion of (Qn;<1,=1, . . . , <n,=n) such
that B has a 2-dimensional primitive positive interpretation I in B′ and B′ has a 1-dimensional
primitive positive interpretation in B. By combining Corollary 12, Lemma 10 and Theorem 64,
we deduce by the same argumentation as in the proof of Theorem 78 that if the statement in the
second item does not hold, then B

′ and B have a pwnu polymorphism and CSP(B′) and CSP(B)
are in P. Moreover, in this case, Theorem 64 implies that for every p ∈ {1, . . . , n}, there is an
fp ∈ Pol(B′) such that θp(fp) equals min3, mx3, mi3, ll3, or one of their duals.

It remains to show that if CSP(B) is in P, then every (binary) relation of B, considered as a
relation of arity 4n over Q, has an Ord-Horn definition. Let R be a relation of B. Observe that,
as in the proof of Theorem 78, it is enough to show that the 4-ary relation I−1(R) has a definition
φ(u1, u2, v1, v2) that is a conjunction of clauses of the form

x1 6=i1 y1 ∨ · · · ∨ xm 6=im ym ∨ z1 ◦ z0, (8)

where ij ∈ {1, . . . , n}, ◦ ∈ {<1,≤1,=1, . . . , <n,≤n,=n}, it is permitted that m = 0 and the last
disjunct may be omitted; then ve(φ) will be the desired Ord-Horn definition of R viewed as a
relation of arity 4n over Q.

By Lemma 45, we may focus on the situation that fp ∈ {min3,mx3,mi3, ll3} for every p ∈
{1, . . . , n}. Therefore, by Proposition 32 and Theorem 38, there is a set S ⊆ {1, . . . , n} such that,
for each p ∈ S, θp(Pol(B′) contains an ll-operation and, for each p ∈ {1, . . . , n} \ S, θp(Pol(B′)
contains a pp-operation but not a lex-operation. We may therefore assume that φ has the syntactic
form described in Proposition 62. Moreover, we may assume that φ contains the conjuncts u1 <j u2
and v1 <j v2, j = 1, . . . , n, since these are implied by φ (see the proof of Theorem 78 for more
details). For each of the two types of clauses that appear in φ, we may use the same case distinction
as in Theorems 73 and 78 to show that each of the clauses is of the form (8). This concludes the
proof.
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Balbiani et al. [BCdC02, p. 908] also raise the following question:

...the question also arises as to how the qualitative constraints [Block Algebra] we
have been considering could be integrated into a more general setting to include metric
constraints.

If one focuses on tractable subclasses that contain all basic relations, then such an integration
is indeed possible. Since our results imply that the relations in such a tractable subclass must be
definable via Ord-Horn formulas, they can immediately be embedded into the metric framework
suggested by Jonsson and Bäckström [JB98] and Koubarakis [Kou01]. Under the same assumptions,
this holds for the cardinal direction calculus and Allen’s Interval Algebra, too.

7 Conclusions and Open Problems

We prove that the CSPs for first-order expansions of (Q;<)(n) satisfy a complexity dichotomy: they
are in P or NP-complete. Using a general complexity transfer method, we prove that first-order
expansions of the basic relations of the cardinal direction calculus, Allen’s Interval Algebra, and
the n-dimensional block algebra have a CSP complexity dichotomy. Less obviously, the complexity
transfer method can also be applied to show that first-order expansions of the relations s and f

of Allen’s Interval Algebra have a complexity dichotomy. All of the results can be specialised for
binary signatures, in which case we obtain new and conceptually simple proofs of results that have
first been shown with the help of a computer (Theorem 73) or that answer several questions from
the literature (Section 6.3).

Our results also imply that the so-called meta-problem of complexity classification is decidable:
given finitely many first-order formulas that define a first-order expansion D of one of the structures
for which we obtained a complexity classification, one can effectively decide whether CSP(D) is in P
or NP-complete. There are several ways to prove this. One way is to use our syntactic normal form
results for the tractable cases to obtain such an algorithm. However, we may also use the general
fact that for homogeneous finitely bounded structures that are model-complete cores and have an
extremely amenable automorphism group (all of these assumptions are satisfied by our structures)
the condition of the tractability conjecture (see Corollary 12) can be decided effectively (essentially
by checking exhaustively for the existence of a diagonally canonical pseudo Siggers polymorphism);
since these results are not new we refer to [Bod21, Section 11.6] for details.

One may wonder about first-order reducts of (Q;<)(n) or structures that are first-order inter-
pretable in (Q;<)(n) rather than just first-order expansions. Classifying the complexity of the CSP
for such structures will be a challenging project since the set of possible structures includes, for in-
stance, finite-domain structures, all stable finitely homogeneous structures [Lac92], and the infinite
Johnson graphs J(ω, n) (for example, the line graph of the countably infinite clique when n = 2).
Such a project would also include the following interesting classification problem.

The age of a relational structure B is the class of all finite structures that embed into B. It
follows from Fräıssé’s theorem (or by a direct back-and-forth argument) that two homogeneous
structures with the same age are isomorphic (see, e.g. [Hod97, Theorem 6.1.2]). Let A1 and A2

be homogeneous structures with disjoint relational signatures τ1 and τ2 and without algebraicity
(see [Hod97]; the structure (Q;<) is an example of such a structure without algebraicity). It is well
known that there exists an up to isomorphism unique countable homogeneous (τ1 ∪ τ2)-structure
whose age consists of all structures whose τ1-reduct is in the age of A1 and whose τ2-reduct is in
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the age of A2; this structure is called the generic combination of A1 and A2, and will be denoted by
A1 ∗A2. It can be shown by a back-and-forth argument that the τ1-reduct of A1 ∗A2 is isomorphic
to A1 and the τ2-reduct is isomorphic to A2. One may note that the notion of generic combinations
can be defined also for ω-categorical structures without algebraicity [BG20]. If A1 and A2 are first-
order reducts of (Q;<) then the complexity of CSP(A1 ∗A2) has been classified recently [BGR20].
A complexity classification of CSP(B) for first-order reducts B of (Q;<)∗ (Q;<), however, is open.

Proposition 81. For every first-order reduct B of (Q;<) ∗ (Q;<), there exists a first-order reduct
C of (Q;<) ⊠ (Q;<) such that C is homomorphically equivalent to B.

Proof. Let A be the {<1, <2}-reduct of (Q;<)⊠(Q;<). For i ∈ {1, 2} there exists an isomorphism αi

between the {<i}-reduct of (Q;<)∗(Q;<) and (Q;<). Then e : d 7→ (α1(d), α2(d)) is an embedding
of (Q;<) ∗ (Q;<) into A. Conversely, if we fix a linear extension of <1 and <2 in (Q;<) ⊠ (Q;<),
then the {<1, <2}-reduct of the resulting structure embeds into (Q;<) ∗ (Q;<) (see, e.g., [Bod21,
Lemma 4.1.7]). This shows that A has an injective homomorphism h to (Q;<) ∗ (Q;<).

Let B be a first-order reduct of (Q;<) ∗ (Q;<). Every first-order formula φ over (Q;<) ∗ (Q;<)
is equivalent to a quantifier-free formula in conjunctive normal form, because (Q;<) ∗ (Q;<) is
homogeneous and ω-categorical. Replace each atomic subformula of φ of the form ¬(x <i y), for
i ∈ {1, 2}, by y <i x ∨ x = y. Then replace each subformula of the form x 6= y by x <1 y ∨ y <1 x.
The resulting formula is equivalent over (Q;<) ∗ (Q;<). Each formula that defines a relation of B
and is written in this form can be interpreted over (Q;<)⊠ (Q;<) instead of (Q;<) ∗ (Q;<); let C

be the obtained first-order reduct of (Q;<) ⊠ (Q;<).
Since the first-order definitions of the relations of B are quantifier-free, the embedding e of

(Q;<) ∗ (Q;<) into A is also an embedding of B into C. We claim that h is a homomorphism from
C to B. This follows from the fact that h is a homomorphism from (Q;<) ⊠ (Q;<) to A and that
the defining formulas for the relations of B and C do not involve negation.

Another way forward is to study basic structures other than (Q;<). Here, temporal reasoning
is a source of examples with applications in, for instance, AI. An important time model used in
temporal reasoning is branching time, where for every point in time the past is linearly ordered,
but the future is partially ordered. This motivates the so-called left-linear point algebra [Dün05,
Hir97], which is a relation algebra with four basic relations, denoted by =, <, >, and |. Here, x|y
signifies that x and y are incomparable in time, and ‘x < y’ signifies that x is earlier in time than
y. The branching-time satisfiability problem can be formulated as CSP(B) for an ω-categorical
structure B [BN06]. One possible concrete description of the structure B, described by Adeleke
and Neumann [AN98], is to let B = (B;<, |,=) where B is the set of finite sequences of rational
numbers. For arbitrary a = (a1, . . . , an) and b = (b1, . . . , bm) in B with n ≤ m, a < b holds if one
of the following conditions hold:

1. n < m and ai = bi for 1 ≤ i ≤ n, or

2. ai = bi for 1 ≤ i < n and an < bn.

The remaining relations are defined in the obvious way.
Branching time has been used, for example, in automated planning [DB88], as the basis for

temporal logics [EH86], and as the basis for a generalisation of Allen’s Interval Algebra [RW04].
In particular, the complexity of the branching variant2 of Allen’s Interval Algebra has recently

2Various ways of defining the formalism are possible [RW04]. We restrict our attention to the most well-known
end-point-based formalism that contains 19 basic relations.
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gained attraction [BGP+21, BGST20, BGP+20, GPS18, DS18]. Some complexity results for the
branching interval algebra B are presented in these publications, but the big picture is missing,
even for first-order expansions of the basic relations. Our classification transfer result (Theorem 69)
is applicable to this problem, but since there is currently no complexity classification of the CSPs
for first-order reducts of B, we cannot present a full classification for CSPs of first-order expansions
of the basic branching interval relations. Naturally, there is no polymorphism-based description of
the tractable fragments either, so we cannot analyse the complexity of CSPs for first-order expan-
sions of the structure (Bn;<1, |1,=1, . . . , <n, |n,=n) in the style of Theorem 64. However, given a
complexity classification of the CSPs for first-order expansions of B in place, then Theorem 69 is
immediately applicable, and we do not see any fundamental problem that prevents us from general-
ising Theorem 64 to expansions of (Bn;<1, |1,=1, . . . , <n, |n,=n) as long as the tractable fragments
can be described via polymorphisms and nice syntactic normal forms.

A related time model encountered in computer science is partially ordered time (po-time). This
model has various applications in, for instance, the analysis of concurrent and distributed sys-
tems [Ang89, Lam86]. In po-time, both the past and the future of a time point are partially
ordered. This implies that time becomes a partial order with four basic relations =, <, > and |,
signifying “equal”, “before”, “after” and “unrelated”, respectively. The satisfiability problem for
po-time can convieniently be formulated with the random partial order (P ;<), and Kompatscher
and Van Pham [KP18] have presented a full complexity classification of the CSP for all first-order
reducts of the random partial order. Combined with Theorem 69, this gives us a full classification
of the CSP for first-order expansions of the basic relations of the po-time analogue of the interval
algebra. This generalisation of the interval algebra has been studied by Zapata et al. [ZKJH13].
Kompatscher and Van Pham describe the tractable fragments of the random partial order with
the aid of polymorphisms. Hence, it seems conceivable that their result can be generalised to a
complexity classification of the CSP for first-order expansions of (Pn;<1, |1,=1, . . . , <n, |n,=n) by
utilising the ideas behind the proof of Theorem 64.
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subclass of the rectangle algebra. In Proc. 16th International Joint Conference on
Artificial Intelligence (IJCAI-1999), pages 442–447, 1999.

[BCdC02] Philippe Balbiani, Jean-François Condotta, and Luis Fariñas del Cerro. Tractability
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satisfaction problems for reducts of homogeneous graphs. SIAM Journal on Computing,
48(4):1224–1264, 2019.
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phisms. Journal of Symbolic Logic, 86(1):148–161, 2021.

[BPR20] Manuel Bodirsky, Wied Pakusa, and Jakub Rydval. Temporal constraint satisfaction
problems in fixed-point logic. In Proc. 35th Annual ACM/IEEE Symposium on Logic
in Computer Science (LICS-2020), pages 237–251, 2020.

[BPT13] Manuel Bodirsky, Michael Pinsker, and Todor Tsankov. Decidability of definability.
Journal of Symbolic Logic, 78(4):1036–1054, 2013.

[BR20] Franz Baader and Jakub Rydval. Description logics with concrete domains and general
concept inclusions revisited. In Proc. 10th International Joint Conference on Auto-
mated Reasoning (IJCAR-2020), pages 413–431, 2020.

[BS03] Andrei A. Bulatov and Evgeny S. Skvortsov. Amalgams of constraint satisfaction prob-
lems. In Proc. 18th International Joint Conference on Artificial Intelligence (IJCAI-
2003), pages 197–202, 2003.

[BtCLW14] Meghyn Bienvenu, Balder ten Cate, Carsten Lutz, and Frank Wolter. Ontology-based
data access: A study through disjunctive Datalog, CSP, and MMSNP. ACM Transac-
tions of Database Systems, 39(4):33, 2014.

[Bul17] Andrei A. Bulatov. A dichotomy theorem for nonuniform CSPs. In Proc. 58th IEEE
Annual Symposium on Foundations of Computer Science (FOCS-2017), pages 319–330,
2017.

[Cam76] Peter J. Cameron. Transitivity of permutation groups on unordered sets. Mathematis-
che Zeitschrift, 148:127–139, 1976.

[Che19] Artem Chernikov. Lecture Notes on Stability Theory. AMS Open Math Notes, 2019.

[DB88] Thomas L. Dean and Mark S. Boddy. Reasoning about partially ordered events. Arti-
ficial Intelligence, 36(3):375–399, 1988.

[DS18] Salih Durhan and Guido Sciavicco. Allen-like theory of time for tree-like structures.
Information and Computation, 259(3):375–389, 2018.

[Dün05] Ivo Düntsch. Relation algebras and their application in temporal and spatial reasoning.
Artificial Intelligence Review, 23:315–357, 2005.

[EH86] E. Allen Emerson and Joseph Y. Halpern. “Sometimes” and “not never” revisited: on
branching versus linear time temporal logic. Journal of the ACM, 33(1):151–178, 1986.

[FV99] Tomás Feder and Moshe Y. Vardi. The computational structure of monotone monadic
SNP and constraint satisfaction: a study through Datalog and group theory. SIAM
Journal on Computing, 28:57–104, 1999.

[GPS18] Marco Gavanelli, Alessandro Passantino, and Guido Sciavicco. Deciding the consis-
tency of branching time interval networks. In Proc. 25th International Symposium on
Temporal Representation and Reasoning (TIME-2018), pages 12:1–12:15, 2018.

59



[Gre21] Johannes Greiner. Complexity of Constraint Satisfaction Problems for Unions of The-
ories. PhD thesis, Technischen Universität Dresden, 2021.

[Gue89] Hans Guesgen. Spatial reasoning based on Allen’s temporal logic. Report ICSI TR
89-049, International Computer Science Institute, 1989.

[Hir97] Robin Hirsch. Expressive power and complexity in algebraic logic. Journal of Logic
and Computation, 7(3):309 – 351, 1997.

[Hod97] Wilfrid Hodges. A shorter model theory. Cambridge University Press, Cambridge,
1997.
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